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Introduction

The core idea behind gauge theory was first stumbled upon in the context of classical electro-
magnetism. Given an electric potential V (x, t) : R3 × R → R, and a vector potential A(x, t) :
R3 × R → TR3, the physical fields E, and B corresponding to these potentials are given by the
following relations:

E =−∇V − ∂A
∂t

B =∇× A

Playing around with these relations, one finds that given any smooth function λ : R4 → R, the
new potentials:

V ′ = V − ∂λ

∂t
and A′ = A +∇λ

correspond to the same physical fields E and B. In electromagnetism, this invariance under such
a transformation (V,A) → (V ′,A′), is called gauge freedom, or gauge invariance. The idea of
objects in physics being invariant under a certain group of transformations was further expanded
on, and generalized by the physicist’s Yang and Mills in their 1954 paper Conservation of Isotopic
Spin and Isotopic Gauge Invariance. Nowadays, the best model of the universe that physics has
to offer is a gauge theory, namely the Standard Model, which has held up remarkably well under
experimental verification. All of this then begs the question, what exactly is a gauge theory?

Physically, a gauge theory is a field theory with a symmetry that can be attributed to a sym-
metry group acting on fields, while leaving the Lagrangian invariant; in classical electromagnetism
this symmetry group is the Lie group U(1), while in the original Yang-Mills theory, as presented
in their 1954 paper, it is the Lie group SU(2), and finally in the Standard Model it is the product
Lie Group U(1) × SU(2) × SU(3) . Mathematically, these types of field theories are intimately
related to Cartan’s study of principal bundles, and connections on said bundles. Indeed, with a
proper background in Cartan’s geometry, one could read Yang and Mills paper and come away with
the conclusion that they must have been aware of the underlying geometry in their work, though
this was certainly not the case. Furthermore, the mathematical study of gauge theory, has proved
incredibly fruitful in producing deep geometric and topological results, such as the existence of
multiple distinct smooth structures on R4.

The goal of this paper is to understand classical gauge theories from a geometric perspective,
and is split into three main parts, each consisting of two chapters. The first part gives a brief primer
on differential topology and Lie theory. Specifically, chapter 1.1 includes a brief introduction to
smooth manifolds, and the various objects one encounters on them such as vector fields, differential
forms, and (pseudo)-Riemannian metrics. In chapter 1.2, we introduce Lie groups, Lie algebras,
group actions on manifolds, and the representation theory of Lie group and Lie algebras.

The second part is focused on mathematical gauge theory and spinors. Chapter 2.1 introduces
the main objects of study: the principal bundles, and connections characteristic of Cartan’s geom-
etry. We then go on to discuss associated vector bundles, gauge transformations, curvature, and
covariant derivatives. In chapter 2.2, we develop Clifford algebras, and the Spin group, with the
goal of studying a very special type of associated vector bundle: the spinor bundle.

The final part is dedicated to Yang-Mills theory and applications to physics. In chapter 3.1,
we will introduce the necessary geometric constructions to define the Yang-Mill’s Lagrangian, and
then derive the Yang-Mills equation. The rest of the chapter will be focused on demonstrating
how this equation, and the Bianchi identity, relate to classical electromagnetism, and how to
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then modify the Yang-Mills Lagrangian to incorporate various types of sources into our theory
of electromagnetism. In particular, we will the give classical descriptions of two quantum field
theories: Scalar Electrodynamics, and Quantum Electrodynamics, the latter of which incorporates
fermionic sources.
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1.1. SMOOTH MANIFOLDS 7

1.1 Smooth Manifolds
Smooth manifolds are generalizations of smooth curves and surfaces in R3 to higher dimensions.
There are two main ingredients baked into the definition of a smooth manifold, namely a specific
topology that allows us to locally identify the manifold with Rn, and a smooth structure, which
allows us to perform calculus on the space. Once these two ingredients are well understood, we
are in a position two study these objects in depth with a wide variety of tools from analysis
and algebra. In this chapter, we give a brief overview of the definitions, objects, and operations
necessary for building up gauge theory. We closely follow the treatment found in the text Lee’s
Smooth Manifolds.

1.1.1 Topological Manifolds and Smooth Structures
As mentioned before, a (topological) manifold is a set, endowed with a topology that allows us
locally identity it with Rn. In order to make this precise we employ the following definition:
Definition 1.1.1. A topological space M is a topological manifold of dimension n if the fol-
lowing conditions hold:

• M is Hausdorff, i.e. for every points p, q ∈M there exist disjoint open sets Up, Uq ⊂M , such
that p ∈ Up and q ∈ Uq.

• M is second countable, i.e. M has a countable basis for it’s topology.
• M is locally Euclidean of dimension n, i.e. for every point p ∈ M there exists and open

neighborhood Up of p, such that Up is homeomorphic to some open subset of Rn.
It is easy to see that in the third condition, we could equivalently require Up to be homeomorphic
to an open ball in Rn, as given a homeomorphism φ : Up → U ⊂ Rn, we can find an open ball
Bφ(p) ⊂ U centered at φ(p). The restriction of φ to the inverse image φ−1(Bφ(p)) then maps
homeomorphicly to an open ball in Rn. Consequently, as open balls in Rn are homeomorphic in
Rn, we could equivalently require Up to homeomorphic to Rn itself.

Furthermore, the third condition allows us to obtain the notion of a coordinate chart:
Definition 1.1.2. A coordinate chart on a topological manifold M , is a pair (U, φ), where
U ⊂M is open, and φ : U → φ(U) ⊂ Rn is a homeomorphism.
Clearly, every point p ∈ M is contained in some coordinate chart, and we say φ is centered at p
if φ(p) = 0. We call the component functions φ(p) = (x1(p), . . . , xn(p)) local coordinates on U .
Though cumbersome, at times it is quite useful to define the component of functions of φ for some
Up, and ‘work in coordinates’. Trivially any space homeomorphic to Rn is a topological manifold;
let us now look at a non trivial example of a topological manifold:
Example 1.1.1. The 2-sphere, denoted S2 defined as the set:

S2 = {x ∈ R3 : ‖x‖ = 1}

where ‖x‖ denotes the standard Euclidean norm on R3, is a topological manifold. Endowed with
the subspace topology from R3, S2 is clearly second countable and Hausdorff. We then must show
it is locally Euclidean; consider the following parameterization of S2:

ψ−1(u, v) =
(

2u
1 + u2 + v2 ,

2v
1 + u2 + v2 ,

u2 + v2 − 1
1 + u2 + v2

)
It easy to convince oneself that this is a parametrization for S2 by checking that ‖ψ−1(u, v)‖ = 1
for any u, v. Furthermore have that for a point p = (x, y, z) ∈ S2, ψ is given by:

ψ(x, y, z) =
(

x

1− z ,
y

1− z

)
ψ is then a homeomorphism from S2 r (0, 0, 1) → R2, i.e. every point p ∈ S2 is contained in the
defined by ψ. Consider now the following parameterization instead:

φ−1(u, v) =
(

2u
1 + u2 + v2 ,

2v
1 + u2 + v2 ,

1− u2 − v2

1 + u2 + v2

)
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with inverse:

φ(x, y, z) =
(

x

1 + z
,

y

1 + z

)
φ is then a homeomorphism from S2 r (0, 0,−1)→ R2. The coordinate charts (S2 r (0, 0,−1), φ)
and (S2 r (0, 0, 1), ψ) cover S2, and thus every point in S2 is contained in an open set U that is
homeomorphic to an open set in R2, or rather R2 itself. We have therefore shown that S2 is locally
Euclidean, hence a topological manifold of dimension 2.1

We now turn to defining a notion of ‘smoothness’ on a topological manifold M . Recall that given
open sets U ⊂ Rn, V ∈ Rm, a function F : U → V is smooth if each of the component functions
are smooth, i.e. every component function has continuous partial derivatives of all orders. Further,
if m = n, and F is a bijection with smooth inverse, we call F a diffeomorphism from U to V .
Consequently, if F is a diffeomorphism, it is also a homeomorphism. Given two charts (U, φ) and
(V, ψ) for a topological manifold M , such that U ∩ V 6= ∅, we say they are smoothly compatible if
the transition function:

φ ◦ ψ−1 : ψ(U ∩ V )→ φ(U ∩ V )

is a diffeomorphism. A collection of smoothly compatible charts A which cover M is called a
smooth atlas for M , and is said to be maximal if A is not contained in any other smooth atlas. A
smooth structure on M is a maximal smooth atlas A.
Definition 1.1.3. A smooth manifold M is a pair (M,A), where M is a topological manifold
and A is a smooth structure.

A topological manifold M has many distinct smooth structures, however these distinct smooth
structures are usually only unique up to diffeomorphism, though counter examples do exist such as
R4, and S7. Furthermore, some topological manifolds do not admit any smooth structure. Going
forward, we assume all manifolds we work with are smooth. Let us now examine the following
examples:
Example 1.1.2. The Euclidean space Rn for all n ∈ N is a smooth manifold. The standard
smooth structure on Rn is determined by the atlas consisting of the chart (Rn, Idn). Including all
such charts that are smoothly compatible with Idn (i.e. smooth local coordinate transformations)
we obtain a maximal smooth atlas for Rn. In this paper, when working in Rn we always assume
the standard smooth structure.
Example 1.1.3. Let V be a finite dimensional vector space over R of dimension n. A norm on V
induces a topology such that scalar multiplication V ×R→ V , and vector addition V ×V → V are
both continuous functions, where V ×V and V ×R have the product topology. Furthermore, this
topology is independent of the choice of norm. It then follows that any isomorphism T : W → W
is also a homeomorphism as T is a continuous bijection with continuous inverse. In particular, a
choice of basis {ei} for V admits the following vector space isomorphism T : Rn → V :

T (x) = xiei

where we have employed the Einstein summation notation. Thus we can view V as a topological
manifold since it is homeomorphic to Rn, with chart (V, T−1). Given any other basis {fi} of V ,
with with chart (V, S−1) there exists an invertible linear transformation A, such that:

ei = Ajifj

The transition function for the two charts is then given by:

S−1 ◦ T (x) = S−1(xiei) = S−1(xiAjifj) = Ajix
i

Hence the transition function is an invertible linear map, and thus a diffeomorphism. The collection
of all such charts determines a smooth structure, and thus every finite dimensional vector space is
a smooth manifold.

1This example can be generalized to a sphere of n dimensions, defined as the set Sn = {x ∈ Rn+1 : ‖x‖ = 1}
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Example 1.1.4. Continuing from Example 1.1.1, we calculate the transition function of the
charts (S r (0, 0,−1), φ) and (S r (0, 0, 1), ψ):

φ ◦ ψ−1 =
(

u

u2 + v2 ,
v

u2 + v2

)
which is a diffeomorphism R2 r (0, 0)→ R2 r (0, 0), hence the aforementioned charts determine a
smooth structure, and thus the two sphere is a smooth manifold.
Example 1.1.5. Given a smooth manifold n dimensional manifold M , any open subset U ⊂ M
is also a smooth manifold, namely it is an open submanifold. Any open set U ⊂ M inherits the
subspace topology from M , making it into a topological manifold of dimension of n. We can then
define a smooth structure on U by removing the charts (V, ψ) from AM such that V ∩U = ∅, and
restricting the rest to V ∩ U . This atlas, AU , then covers U , and determines a smooth structure
on U .
Example 1.1.6. Given n smooth manifolds M1, . . . ,Mn, the product space M1 × · · ·Mn is a
smooth manifold of dimension of dim(M1) + · · · + dim(Mn). As a topological space, the product
is Hausdorff and second countable, so we need only check that the locally Euclidean property,
and then determine a smooth structure. Given point (p1, . . . , pn) ∈ M1 × · · ·× Mn we choose a
coordinate (Ui, φi) around each pi ∈ Ui. The product map:

φ1 × · · ·× φn : U1 × . . . Ui −→ Rdim(M1) × · · ·Rdim(Mn)

(p1, . . . , pn) 7−→ (φ1(p1), . . . , φn(pn))

is then a homeomorphism onto it’s image, which is a product open subset of Rdim(M1)×· · ·Rdim(Mn),
hence M1 × · · ·×Mn is a topological manifold. Take each smooth atlas Ai and select charts which
cover each Mi, then construct product charts from these charts as above; each product chart
is clearly smoothly compatible with one another, and the set of all such smoothly compatible
product charts covers M1 × · · · × Mn, thus these charts determine a smooth structure on the
product manifold, therefore M1 × · · ·×Mn is a smooth manifold.

1.1.2 Smooth Maps, Tangent Vectors, and Vector Fields
We now wish to develop of a notion of smoothness for maps between two manifolds M and N . To
do so, we employ the following definition:
Definition 1.1.4. Given m and n dimensional manifolds M and N , a map F : M → N is a
smooth map if for all p ∈ M there exist smooth charts (Up, φ) containing p, and smooth charts
(UF (p), ψ) containing F (p) such that the composition ψ ◦ F ◦ φ−1 : φ(U)→ ψ(UF (p)) is smooth.

Furthermore, we define the following:
Definition 1.1.5. A diffeomorphism is a smooth map F : M → N , such that F is bijective,
with smooth inverse.

In particular, the coordinate charts (U, φ) for an n-manifold, and their inverses, are diffeomor-
phisms from open sets in M to open sets in Rn, and vice versa. Given this notion of smoothness
on a manifold, we now motivate ‘derivatives’ on a manifold by first considering tangent vectors.

Consider the real vector space Rn; given a point x ∈ Rn we denote the tangent space to Rn at
the point x as TxRn = {x}×Rn. Clearly, the tangent space is itself a vector space isomorphic to Rn,
and can geometrically be pictured as arrows starting at the point x and pointing in the direction
of some vector v. This also allows us to write the directional derivative of a smooth function
f : Rn → R at the point x; let vx ∈ TxR, then the directional derivative, Dxf : C∞(Rn)→ R, at
the point x in the direction vx is given by:

Dxf(v) = lim
t→0

d

dt
f(x+ tv) = vi

∂f

∂xi
(x) (1.1.1)

where the last equality operates under the assumption that in the standard basis for Rn, vx ∈ TxRn
is given by vx = viei. By the properties of the derivative, this map is R-linear and satisfies the
Leibniz rule, i.e. for f, g ∈ C∞(Rn), and a, b ∈ R, the following hold:

Dx(af + bg)(v) =aDxf(v) + bDxg(v)
Dx(fg)(v) =fDxg(v) + gDxf(v)
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With the motivation of (1.1.1), we identify the standard basis vectors {ei} for Rn with the partial
derivative operators:

vx ∈ TxRn = viei|x = vi
∂

∂xi

∣∣∣∣∣
x

where vi ∈ R. Thus we obtain the following notational conveniences:

vx(f) = vi
∂f

∂xi
(x) = Dxf(v)

Therefore, the object vx ∈ TxRn is a map C∞(Rn)→ R that is R-linear, and satisfies the Leibniz
rule; we call such and object a derivation at a point. Additionally, TxRn with this identification is
clearly a vector space under the following operations:

(vx + wx)(f) =vx(f) + wx(f) ∈ TxRn

(cvx)(f) =c · vx(f)

where c ∈ R.
We can now adequately define tangent vectors on manifolds in the following way:

Definition 1.1.6. Given an n dimensional smooth manifold M , the tangent space, TpM , is
the R-linear vector space of all derivations at the point p ∈ M , vp : C∞(M) → R, i.e. for
f, g ∈ C∞(M), a, b ∈ R, and vp ∈ TpM we have:

vp(fg) =f(p)vp(g) + g(p)vp(f)
vp(af + bg) =avp(f) + bvp(g)

and, for vp, wp ∈ TpM , c ∈ R:

(vp + wx)(f) =vx(f) + wx(f) ∈ TpM
(cvx)(f) =c · vx(f) ∈ TPM

We call vp ∈ TpM a tangent vector.
In the same way that we visualized the tangent vectors in TxRn as arrows tangent to Rn,

originating at the point x, we visual tangent vectors in TpM , as arrows tangent to M , starting at
the point p. As a consequence of the preceding definition, we obtain the following lemma:
Lemma 1.1.1. Suppose M is a smooth manifold, p ∈ M , vp ∈ TpM , and f, g ∈ C∞(M). The
following properties hold:

• if f is a constant function, then vp(f) = 0.
• if f(p) = g(p) = 0, then v(fg) = 0

Proof. For all p ∈M , let f(p) = c for some c ∈ R. Then we have:

vp(f · f) = 2f(p)vp(f)⇒ c2vp(1) = 2c2vp(1)⇒ vp(1) = 0

Since vp(f) = cvp(1) it follows that if f is constant on M , then vp(f) = 0, thus the first property
holds. Furthermore if f(p), g(p) = 0 then we have:

vp(f · g) = f(p)vp(f) + g(p)vp(f) = 0

thus the second property holds.

Recall that given a smooth map F : Rn → Rm, the differential of F is given by the Jacobian:

(DxF )ij = ∂F i

∂xj
(x) =


∂F 1

∂x1 (x) · · · ∂F 1

∂xn (x)
... . . . ...

∂Fm

∂x1 (x) · · · ∂Fm

∂xn (x)
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which is an m × n matrix, and hence a linear map Rn → Rm. The Jacobian is often interpreted
as the best linear approximation to the map F at the point x, hence, we can view the Jacobian as
a linear map over tangent spaces, i.e. DxF : TxRn → TF (x)Rm. Since there is no reason for two
manifolds M and N to be vector spaces, we opt for the latter view , that is, given a smooth map
F : M → N , we view the differential of F at the point p to be the linear map:

DpF : TpM → TF (p)N

Given a smooth map F : M → N , some vp ∈ TpM , and some f ∈ C∞(N), we define:

DpF (vp)(f) = vp(f ◦ F ) (1.1.2)

where f ◦F belongs to C∞(M). It is not difficult to see that DpF (vp) is a derivation belonging to
TF (p); DpF (vp) is linear by (1.1.2), and given f, g ∈ C∞(N) we have:

Dpf(vp)(fg) =vp((f ◦ F ) · (g ◦ F ))
=f ◦ F (p)vp(f ◦ F ) + g ◦ F (p)vp(g ◦ F )
=f(F (p))DpF (v)(g) + g(F (p))DpF (vp)(g)

hence DpF (vp) ∈ TpN . Furthermore the map DpF is a linear map from TpM to TF (p)N , as given
vp, wp ∈ TpM , a, b ∈ R, and f ∈ C∞(N) we have that:

DpF (avp + bwp)f =(avp + bwp)(f ◦ F )
=(avp)(f ◦ F ) + (bwp)(f ◦ F )
=a · vp(f ◦ F ) + b · wp(f ◦ F )

We now prove three important propositions:
Proposition 1.1.1. Given manifolds M , N , and P , and smooth maps F : M → N , G : N → P ,
the differential Dp(G ◦ F ) : TpM → TF◦G(p)M at a point p ∈M is given by:

DF (p)G ◦DpF

This is the chain rule for smooth maps between manifolds.

Proof. Let f ∈ C∞(P ), and vp ∈ TpM , we then have that:

Dp(G ◦ F )(vp)(f) =vp(f ◦G ◦ F )
=vp((f ◦G) ◦ F )
=DpF (vp)(f ◦G)

Let DpF (vp) = wF (p) for some wF (p) ∈ TF (p)N , then:

Dp(G ◦ F )(vp)(f) =wF (p)(f ◦G)
=DF (P )G(wF (p))(f)
=DF (P )G(DpF (vp))(f)
=DF (p)G ◦DpF (vp)(f)

as desired.

For the next proposition we require this lemma:
Lemma 1.1.2. Let M be a smooth manifold, and Id be the identity map M → M , then DpId is
the identity map TpM → TpM .

Proof. Let vp ∈ TpM , and f ∈ C∞(M), then:

DpId(vp)(f) =vp(f ◦ Id)
=vp(f)

thus DpId takes any element vp to itself, and is thus the identity map.



1.1. SMOOTH MANIFOLDS 12

Proposition 1.1.2. Given smooth manifolds M and N , and a diffeomorphism F : M → N , the
differential of F at a point p ∈ M , is an isomorphism of vector spaces DpF : TpM → TF (p)N .
Conversely, if F is a smooth bijection, such that DpF is an isomorphism for all p ∈M , then F is
a diffeomorphism.

Proof. First let vp ∈ TpM and f ∈ C∞(N). As F is a diffeomorphism, it has a smooth inverse,
namely F−1, such that F−1 ◦ F = Id. By the chain rule we then see that:

DpId(vp)(f) =DpF
−1 ◦ F (vp)(f)

=DF (p)F
−1 ◦DpF (vp)(f) (1.1.3)

By Lemma (1.1.1), we know that (1.1.3) must be the identity, it follows that DpF is an invertible
linear map with inverse DF (p)F

−1 and thus an isomorphism of vector spaces TpM → TF (p)N .
Now suppose that F is a smooth bijection, and that DpF is an isomorphism for all p ∈M . Since

F is a bijection, it follows that there exists a unique inverse map F−1, we want to show that this map
is smooth. Let p ∈M and (U, φ), (V, ψ) be charts around p and F (p) respectively. Since DpF is an
isomorphism it follows that dimTpM = dimTF (p)N , and further that dimTφ(p)M = dimTψ(F (p))
as φ and ψ are local diffeomorphisms. Suppose that dimTφ(p)M = n, then φ(U) and ψ(V ) are
subsets of Rn. It follows that:

ψ ◦ F ◦ φ−1 : φ(U) ⊂ Rn −→ ψ(V ) ⊂ Rn

Since DpF is an isomorphism, we have that Dφ(p)(ψ ◦ F ◦ φ−1) is an isomorphism by the chain
rule. By the inverse function theorem, we then have there exists an inverse function theorem, there
exists open neighborhoods U ′ and V ′ of φ(p) and ψ(F (p)) respectively, such that ψ ◦F ◦φ−1 has a
smooth inverse. By the uniqueness of inverse maps, it follows that this inverse must be given on V ′
by φ◦F−1 ◦ψ−1, where the coordinate charts φ, and ψ are now restricted to φ−1(U ′) and ψ−1(V ′).
This shows that in an open neighborhood of F (p), F−1 is smooth. Since for all p ∈M DpF is an
isomorphism, and since F is a bijection, we have that for all F (p) ∈ N , there exist smooth charts
(ψ−1(V ′), ψ) and (φ−1(U ′), φ) around F (p) and p such that φ ◦ F−1 ◦ ψ−1 is smooth, so F−1 is a
smooth map, implying the claim.

Corollary 1.1.1. Let M be a smooth manifold of dimension n, then for all p ∈ M , the tangent
space TpM is isomorphic to Rn.

Clearly, from Corollary 1.1.1 , we see that dimM = dimTpM for all p ∈ M , implying that
diffeomorphisms preserve the dimension of smooth manifolds. Furthermore, a basis for TpM can
be constructed in the following way; let (U, φ) be a chart for M , and let:

φ = (x1, . . . , xn)

be the coordinate functions on M . In these coordinates we have that a basis for Tφ(p)φ(U) is given
by the set: {

∂

∂x1

∣∣∣
φ(p)

, . . . ,
∂

∂xn

∣∣∣
φ(p)

}
As Dpφ is an isomorphism, with inverse given by Dφ(p)φ

−1, we see that a basis for TpM , is given
by the set: {

Dφ(p)φ
−1
(

∂

∂x1

∣∣∣
φ(p)

)
, . . . , Dφ(p)φ

−1
(

∂

∂xn

∣∣∣
φ(p)

)}
For brevity we write:

∂

∂xi

∣∣∣
p

= Dφ(p)φ
−1
(

∂

∂xi

∣∣∣
φ(p)

)
We turn to an example:
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Example 1.1.7. Let M = S2, it stands to reason that from the definition of S2 that the tangent
space at any point p would be the set of vectors orthogonal to p ∈ S2, let us see this in a chart.
We use the following parameterization of the sphere:

ψ−1(θ, φ) = (sin θ cosφ, sin θ sinφ, cos θ)

where ψ(U) = (θ, φ) ∈ (0, π) × (0, 2π) ⊂ R2. Here our coordinates for S2 are θ, φ, hence our basis
vectors in T(θ,φ)ψ(U) are represented by:{

∂

∂θ

∣∣∣
(θ,φ)

,
∂

∂φ

∣∣∣
(θ,φ)

}
We now calculate D(θ,φ)ψ

−1 as a matrix of partial derivatives:

D(θ,φ)ψ
−1 =

cos θ cosφ − sin θ sinφ
cos θ sinφ sin θ cosφ
− sin θ 0


thus we obtain:

D(θ,φ)ψ
−1(∂θ) =

cos θ cosφ − sin θ sinφ
cos θ sinφ sin θ cosφ
− sin θ 0

(1
0

)

=

cos θ cosφ
cos θ sinφ
− sin θ


and similarly that:

D(θ,φ)ψ
−1(∂φ) =

− sin θ sinφ
sin θ cosφ

0


Via a brief computation one sees that:

〈ψ−1(θ, φ), Dθ,φψ
−1(∂θ)〉 = 〈ψ−1(θ, φ), Dθ,φψ

−1(∂φ)〉 = 0

where 〈·, ·〉 is the Euclidean inner product on R3. Since D(θ,φ)ψ
−1(∂θ) and D(θ,φ)ψ

−1(∂φ) form a
basis for T(θ,φ)S2, we see that T(θ,φ)S2 is the set of vectors in R3 orthogonal to ψ−1(θ, φ).

Now let us work more generally. Let F be a smooth map from M → N , and (U, φ), (V, ψ) be
coordinate charts for M and N , where φ = (x1, . . . , xn) and ψ = (y1, . . . , ym). The coordinate
representation for F , denoted F c, is given by:

F c = ψ ◦ F ◦ φ−1

We now see that:

DpF

(
∂

∂xi

∣∣∣
p

)
=DpF

(
Dφ(p)φ−1 ∂

∂xi

∣∣∣
φ(p)

)
=Dψ(F (p))ψ

−1 ◦DF (p)ψ ◦DpF ◦Dφ(p)φ
−1
(

∂

∂xi

∣∣∣
φ(p)

)
=DF c(φ(p))ψ

−1(p) ◦Dφ(p)F
c

(
∂

∂xi

∣∣∣
φ(p)

)
(1.1.4)

Since F c is a map from Rn → Rm, we can compute its differential as a Jacobian matrix with
entries:

∂(F c)j
∂xi

(φ(p))

thus via matrix multiplication we see that:

Dφ(p)F
c

(
∂

∂xi

∣∣∣
φ(p)

)
= ∂(F c)j

∂xi
(φ(p)) ∂

∂yj

∣∣∣
ψ(p)
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hence (1.1.4) becomes:

DpF

(
∂

∂xi

∣∣∣
p

)
=∂(F c)j

∂xi
(φ(p)) ·Dψ(F (p))ψ

−1
(

∂

∂yj

∣∣∣
ψ(F (p))

)
=∂(F c)j

∂xi
(φ(p)) ∂

∂yj

∣∣∣
F (p)

(1.1.5)

At times we refer to DpF as the pushforward of F , and denote it by F∗ to avoid notational
clutter.

Let us look at how the basis vectors transform under a change coordinates. Let M be a
manifold, and let φ = (x1, . . . , xn), ψ = (y1, . . . , yn), be the coordinate functions for two charts
(U, φ), (V, ψ) which overlap. We see that for y ∈ ψ(U ∩ V ):

φ ◦ ψ−1(y) = (x1(y), . . . , xn(y))

is a map from Rn → Rn, hence has Jacobian:

Dψ(p)(φ ◦ ψ−1) =∂xj

∂yi
(ψ(p)) (1.1.6)

Let v ∈ TpV , then:

v = vi
∂

∂yi

∣∣∣
p

= viDψ(p)ψ
−1
(
∂

∂yi

∣∣∣
ψ(p)

)
introducing the identity map Dψ(p)(φ−1 ◦ φ), we by chain rule that:

v =viDφ(p)φ
−1 ◦Dψ(p)(φ ◦ ψ−1)

(
∂

∂yi

∣∣∣
ψ(p)

)
=viDφ(p)φ

−1
(
∂xj

∂yi
(ψ(p)) ∂

∂xj

∣∣∣
φ(p)

)
=vi ∂x

j

∂yi
(ψ(p)) ∂

∂xj

∣∣∣
p

Thus if v is a vector in TpV , and w is the corresponding vector in TpU , we see that their components
are related by:

wj = vi
∂xj

∂yi
(ψ(p)) (1.1.7)

We now define three classes of smooth maps based on properties of their differentials, and then
state two theorems without proof.
Definition 1.1.7. Let M and N be smooth manifolds, and F : M → N a smooth map, then:

• If DpF is injective at all points p ∈M we call F a smooth immersion.
• If DpF is surjective at all points p ∈M we call F a smooth submersion.
• If DpF is injective at all points p ∈ M , and F is a homeomorphism on to its image in

the subspace topology, we call F an embedding. In particular we call the image of F an
embedded submanifold of N .

• A point p ∈M is a regular point of F if DpF is a surjection onto TF (p)N .
• A point q ∈ N is a regular value of F if each point p in the preimage of F−1(q) ⊂ M is a

regular point.
Theorem 1.1.1 (Regular Value Theorem). Let M and N be smooth manifolds, and let q ∈ N be a
regular value of the smooth map F : M → N . Then, L = F−1(q) ⊂M is an embedded submanifold
of M of dimension:

dimL = dimM − dimN
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Theorem 1.1.2 (Regular Point Theorem). Let p be regular point of the map F . Then there exist
smooth charts (U, φ) of M around p, and (V, ψ) around f(p) satisfying:

φ(p) = 0 and ψ(f(p)) = 0 and f(U) ⊂ V

Furthermore, the map ψ ◦ f ◦ φ−1 satisfies:

ψ ◦ f ◦ φ−1(x1, . . . , xn+k) = (x1, . . . xn)

where dimM = n+ k, and dimN = n. In other words, f ‘locally looks like’ a projection.
Example 1.1.8. The n-sphere is an embedded submanifold of Rn+1 by the Regular Value Theo-
rem. Indeed, let F : Rn+1 → R be the map:

F (x) = ‖x‖2 = (x1)2 + · · ·+ (xn)2

Letting p = (x1, . . . , xn), we see that:

DpF =

2x1

...
2xn


which is surjective everywhere but p = (0, . . . , 0), hence we have that 1 is a regular value of F ,
therefore F−1(1) is an embedded submanifold of Rn+1 of dimension n+ 1− 1 = n. Note that:

F−1(1) = {x ∈ Rn+1 : |x| = 1} = Sn

thus, Sn is an embedded submanifold of dimension Rn.
Now that we have sufficiently built up tangent vectors and tangent spaces, we wish to turn our

attention to smoothly assigning a v ∈ TpM for each p ∈ M ; i.e. smooth vector fields. To do this
though, we must first examine the space of all tangent vectors to M .
Definition 1.1.8. The tangent bundle, denoted TM is the set constructed by the disjoint union
of TpM for each p ∈M , that is:

TM =
∐
p∈M

TpM

This set comes equipped with a natural projection map π : TM → M . For some p ∈ M and
v ∈ TPM , we refer to elements of TM as an ordered pair (p, v), where π(p, v) = p

For the special case M = Rn we see that via our early identification of TxRn with {x}× Rn:

TRn =
∐
x∈Rn

TxRn =
∐
x∈Rn
{x}× Rn = Rn × Rn

however this is, in general, not true for any M . For a smooth manifold M , if it has tangent bundle
TM ∼= M × Rn, we call TM trivial. In the following proposition, we see that the tangent bundle
can be thought of as a smooth manifold in a natural way:
Proposition 1.1.3. For any n-manifold M , the tangent bundle TM has a natural topology and
smooth structure that make it into a smooth manifold of dimension 2n. The projection map π with
respect to this smooth structure is smooth.

Proof. First note that for any smooth chart (U, φ), we have that π−1(U) ⊂ TM is the set of all
tangent vectors to M at all points p ∈ U , i.e.,

π−1(U) =
∐
p∈U

TpM

As M is second countable, there exists a countable basis for it’s topology {Ui}i∈N. Likewise we
define a basis for TM by noting that:

π−1(Ui) = Ui × Rn



1.1. SMOOTH MANIFOLDS 16

since we can choose a basis for M such that every Ui is diffeomorphic to Rn, hence the tangent
bundle restricted to Ui is trivial. We then define a basis for TM by taking the countable basis of
open balls for Rn and crossing it with each Ui. This is then a countable basis for TM , hence TM
is second countable.

Furthermore, since TpM is a real vector space isomorphic to Rn, it follows that for points in
the same fibre of TM , (p, v) and (p, w), there exist disjoint open sets Vv, Vw ⊂ TpM , such that
(p, v) ∈ Vv and (p, w) ∈ Vw. Finally, note that for two points p, q ∈ M , there exist disjoint open
sets Up, Uq such that p ∈ Up, and q ∈ Uq, thus for points which lie in different fibres TM , (p, v)
and (q, w), the disjoint open sets π−1(Up) and π−1(Uq) contain (p, v) and (q, w) respectively, hence
TM is Hausdorff.

Finally, we define coordinates charts on TM in order to a) show that TM is locally Euclidean,
and b) determine a smooth structure on TM . Let (U, φ) be a chart for M , with coordinate functions
φ = (x1, . . . , xn), we define a chart φTM : π−1(U)→ R2n by:

φTM

vi ∂
∂xi

∣∣∣∣∣
p

 = (x1(p), . . . , xn(p), v1, . . . , vn)

with inverse given by:

φ−1
TM (x1, . . . , xn, v1, . . . , vn) = viDxφ

−1

(
∂

∂xi

∣∣∣∣∣
x

)
= vi

∂

∂xi

∣∣∣∣∣
φ−1(x)

thus φTM is a smooth bijection onto its image, φ(U) × Rn. Given two charts (U, φ) and (V, ψ),
we have corresponding charts (π−1(U), φTM ) and (π−1(V ), ψTM ), which map open set π−1(U) ∩
π−1(V ) to R2n in the following way:

φTM (π−1(U) ∩ π−1(V )) = φ(U ∩ V ) × Rn

ψTM (π−1(U) ∩ π−1(V )) = φ(U ∩ V ) × Rn

which are both open in R2n. Let φ = (x1, . . . , xn) and ψ = (y1, . . . , yn), then the transition map
φTM ◦ ψ−1

TM can be explicitly computed by making use of (1.1.4):

φTM ◦ ψ−1
TM (y1, . . . , yn, v1, . . . , vn) = (x1, . . . , xn,

∂x1

∂yj
vj , . . . ,

∂xn

∂yj
vj)

which is smooth. Therefore, TM is locally Euclidean, and thus a topological manifold of dimen-
sion 2n; it has a smooth structure determined by the smooth atlas {π−1(Ui), φTMi

}i∈N, where
{(Ui, φi)}i∈N covers M , and is thus a smooth manifold of dimension 2n, as desired. Furthermore,
note that with the charts (U, φ) for M , and (π−1(U), φTM ) for TM , the coordinate representation
of π is given by:

π(x1, . . . , xn, v1, . . . , vn) = (x1, . . . , xn)

hence π is smooth.

Now that we have shown that the tangent bundle is a smooth manifold, we introduce the
following definition:
Definition 1.1.9. Let F : M → N be a smooth map, the global differential of F is then the
map DF : TM → TN who’s restriction to each tangent space is DpF : TPM → TpN .

As the next proposition shows this map is smooth.
Proposition 1.1.4. Let F : M → N be smooth, then the global differential of F is smooth.

Proof. In some local chart, let M have coordinates (x1, . . . , xn), and let dim(N) = m. Then, by
(1.1.5) we see that:

DF c(x1, . . . , xn, v1, . . . , vn) =
(

(F c)1(x), . . . , (F c)m(x), ∂(F c)1

∂xi
vi, . . . ,

∂(F c)m
∂xi

vi
)

which is smooth since F is.
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Furthermore, from Lemma 1.1.2, Proposition 1.1.1 and Proposition 1.1.2 we obtain the
following corollary:
Corollary 1.1.2. Let F : M → N , and G : N → P be smooth maps. Then the following
statements hold:
a) D(G ◦ F ) = DG ◦DF
b) DIdM = IdTM
c) If F is a diffeomorphism then DF : TM → TN is also a diffeomorphism with inverse

(DF )−1 = D(F−1).
We can now properly define vector fields:

Definition 1.1.10. A vector field on a smooth manifold M is a smooth section of the map
π : TM →M , or rather a smooth map:

X :M → TM

p 7−→ Xp

such that:

π ◦X = IdM

We denote the set of all vector fields over M by X(M)
Choosing coordinates, we can locally write that:

Xp = Xi(p) ∂

∂xi

∣∣∣∣∣
p

where each Xi ∈ C∞(M). At times we don’t specify the point p and simply write:

X = Xi ∂

∂xi

where it is understood that the Xi are still smooth functions on M , and that the ∂/∂xi’s are
coordinate vector fields on M . Furthermore, we see that X(M) is a module over the ring C∞(M),
as given two vector fields X,Y ∈ X(M), and two smooth functions f, g ∈ C∞(M) we have:

(fX + gY )p = f(p)Xp + g(p)Yp ∈ X(M)

Since a zero section of TM always exists as there is as distinguished 0 element in each fibre2 we
also have that 0 ∈ X(M). Allowing f, g to be constant functions shows that X(M) is also a R-linear
vector space under pointwise addition and scalar multiplication.
Example 1.1.9. In the vector calculus formulation of electromagnetism, it is often common to
employ spherical coordinates (r, θ, φ) on R3 r {0} given by:

x = r sin θ cosφ, y = r sin θ sinφ, z = r cos θ

The coordinate vector fields are then the set:{
∂

∂r
,
∂

∂θ
,
∂

∂φ

}
The electric field due to a static point charge q is then given by:

E(r, θ, φ) = q

r2
∂

∂r

∣∣∣
(r,θ,φ)

Definition 1.1.11. Let M be a smooth manifold of dimension n, a global frame is a set of vector
fields {X1

p , . . . , X
n
p } which span the tangent space TpM at each point p ∈M .

2One can easily glue together local zero sections with a partition of unity and the transition functions defined in
Proposition 1.1.3, to obtain a global zero section which is well defined and smooth.
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Definition 1.1.12. Let M be a smooth manifold of dimension n, and U ⊂M , a local frame is
a set of vector fields {X1

p , . . . , X
n
p } which span the tangent space TpM at each point p ∈ U .

It is in general easy to find local frames, indeed take any coordinate chart (U, φ) for M , as
Dpφ

−1 is an isomorphism at each point p ∈M , the coordinate vector fields form a local frame on U .
However, the existence of a global frame is not guaranteed, as given a global frame {X1

p , . . . , X
n
p },

this would allow us to construct a diffeomorphism M × Rn → TM , by:

(p, x1, . . . , xn) 7−→ (p, x1X1
p , . . . , x

nXn
p )

which, as we mentioned earlier, is not guaranteed.
Vector fields are also derivations at every point p ∈M in the following way:

(Xf)(p) = Xp(f) (1.1.8)

Since for all p ∈ M , Xp is a derivation at the point p, we see that a vector field X can be viewed
as a map C∞(M)→ C∞(M), that is R-linear, and satisfies the Leibniz rule, we call such a map a
derivation, which brings us to the following proposition:
Proposition 1.1.5. Let M be a smooth manifold, a map D : C∞(M)→ C∞(M) is a derivation
if and only if it is of the form Df = Xf for some smooth vector field X ∈ X(M).

Proof. From (1.1.7) it is clear that any vector field X can be thought of as a derivation, so all that
is left is to show the converse. Suppose D : C∞(M) → C∞(M) is a derivation, then at a point
p ∈M and some f ∈ C∞(M) we have that:

(Df)(p) = vp(f) (1.1.9)

for some vp ∈ TpM . Since (Df) ∈ C∞(M) we see that there exists a vp in every TpM such that
the (1.1.8) is true. Now let X be a map from M → TM such that at each point p, Xp is the
vp ∈ TpM such that (1.1.8) holds. It then follows that:

Xf = Df

Finally, since Df is smooth, it follows that vp must vary smoothly, and hence X ∈ X(M) as
desired.

Definition 1.1.13. Suppose F : M → N is a smooth map, and suppose there exists a vector field
Y ∈ X(N) such that ∀p ∈M , DpF (Xp) = YF (p), then we say X and Y are F related.
Proposition 1.1.6. Suppose M and N is a smooth manifold, and F a diffeomorphism between
them. Then for every X ∈ X(M) there is a unique Y ∈ X(N) such that X and Y are F related..

Proof. Note that if X and Y are F related we necessitate for all p ∈M :

DpF (Xp) = YF (p)

Since DpF is an isomorphism of vector spaces at each point p, we simply define the vector field Y
at each point q ∈ N as:

Yq = DF−1(q)F (XF−1(q))

Which is indeed smooth as Y is the composition of the smooth maps:

Y : N M TM TN
F−1 X DF

We often denote Y by F∗X, which can be explicitly computed point-wise via:

(F∗X)q = DF−1(q)F (XF−1(q))

It is important to note that F∗X is only well defined when F is a diffeomorphism, as Proposition
1.1.6 explicitly depended on the existence of F−1. We would also like to see how vector fields
which are F related act on smooth functions, motivating the next proposition.
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Proposition 1.1.7. Suppose F : M → N is a smooth map between manifolds, and X ∈ X(M)
and Y ∈ X(N). Then X and Y are F related if and only if for every f ∈ C∞(N):

X(f ◦ F ) = Y f ◦ F

Proof. For any p ∈M , and any f ∈ C∞(N):

Xp(f ◦ F ) = DpF (Xp)(f)

while:

(Y f) ◦ F (p) = YF (p)(f)

Since both hold for all p ∈M , we have that:

X(f ◦ F ) = (Y f) ◦ F

holds for all f ∈ C∞(N) if and only if X and Y are F related.

Combining the two proceeding propositions gives us the following the statement:

((F∗X)f) ◦ F = X(f ◦ F )

where X ∈ X(M), f ∈ C∞(N), and F : M → N is a diffeomorphism. Furthermore, Proposition
1.1.5 allows us to define the following bracket operation on X(M):

[X,Y ](f) = X ◦ Y (f)− Y ◦X(f) (1.1.10)

As Y (f) and X(f) are both in C∞(M), [X,Y ] is a map C∞(M) → C∞(M). We would like this
map to also be a derivation, and hence a vector field, motivating our following definition:
Definition 1.1.14. A Lie algebra is any vector space V with a bracket operation [·, ·] : V ×V →
V , called the Lie bracket, that satisfies the following properties:
a) [·, ·] is bilinear:

[aX + bY, Z] =a[X,Z] + b[Y,Z]
[X, aY + bZ] =a[X,Y ] + b[X,Z]

b) [·, ·] is anticommutative:

[X,Y ] = −[Y,X]

c) [·, ·] satisfies the Jacobi Identity:

[X, [Y,Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0

Proposition 1.1.8. Equipped with the bracket operation defined in (1.1.10), X(M) is a Lie algebra
over R.

Proof. We first show that for X,Y ∈ X(M), [X,Y ] is also in X(M), by showing that is also a
derivation. Linearity comes from the fact that for a, b ∈ R, and f, g ∈ C∞(M):

[X,Y ](af + bg) =X ◦ Y (af + bg)− Y ◦X(af + bg)
=X(aYp(f) + bY (g))− Y (X(f) + bX(g))
=aX ◦ Y (f) + bX ◦ Y (g)− aY ◦X(f)− bY ◦X(g)
=a[X,Y ](f) + b[X,Y ](g)

Furthermore, [X,Y ] satisfies the Leibniz rule by:

[X,Y ](fg) =X ◦ Y (fg)− Y ◦X(fg)
=Xp(fY (g) + gY (f))− Y (fX(g) + gX(f))
=f(X ◦ Y (g)) + g(X ◦ Y (f)) +X(f) · Y (g) +X(g) · Y (g)
− f(X ◦ Y (g))− g(Y ◦X(f))− Y (f) ·X(g)− Y (g) ·X(f)

=f [X,Y ](g) + g[X,Y ](f)
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thus [X,Y ] ∈ X(M). Condition a) follows from the fact that for f ∈ C∞(M), a, b ∈ R, and
X,Y, Z ∈ X(M):

[aX + bY, Z](f) =(aX + bY ) ◦ Z(f)− Z ◦ (aX + bY )(f)
=aX ◦ Z(f) + bY ◦ Z(f)− Z ◦ (aX(f) + bY (f))
=aX ◦ Z(f) + bY ◦ Z(f)− aZ ◦X(f)− bZ ◦ Y (f)
=a[X,Z] + b[Y,Z]

[X, aY + bZ](f) =X ◦ (aY + bZ)(f)− (aY + bZ) ◦X(f)
=X ◦ (aY (f) + bZ(f))− aY ◦X(f)− bZ ◦X(f)
=aX ◦ Y (f) + bX ◦ Z(f)− aY ◦X(f)− bZ ◦X(f)
=a[X,Y ] + b[X,Z]

Condition b) follows from:

[X,Y ](f) =X ◦ Y (f)− Y ◦X(f)
=− (Y ◦X(f)−X ◦ Y (f))
=− [Y,X](f)

Finally condition c) follows from an involved calculation. We begin by taking:

[Y, [Z,X]](f) =[Y,Z ◦X −X ◦ Z]
=[Y,Z ◦X](f)− [Y,X ◦ Z](f) (1.1.11)

[Z, [X,Y ]](f) =[Z,X ◦ Y ](f)− [Z, Y ◦X](f) (1.1.12)

where we are employing a mild abuse of notation, as the composition X ◦ Y is not a vector field.
Adding (1.1.11) and (1.1.11) gives:

[Y, [Z,X]](f) + [Z, [X,Y ]](f) =Y ◦ Z ◦X(f)− Z ◦X ◦ Y (f)− Y ◦X ◦ Z(f) +X ◦ Z ◦ Y (f)
+Z ◦X ◦ Y (f)−X ◦ Y ◦ Z(f)− Z ◦ Y ◦X(f) + Y ◦X ◦ Z(f)
=Y ◦ Z ◦X(f) +X ◦ Z ◦ Y (f)−X ◦ Y ◦ Z(f)− Z ◦ Y ◦X(f)
=[Y ◦ Z,X](f)− [Z ◦ Y,X](f)
=[[Y,Z], X]
=− [X, [Y,Z]]

hence condition (c) holds.

The following example details how the Lie bracket works in local coordinates:
Example 1.1.10. Let M be a smooth manifold of dimension n, and (U, φ) be a chart for M where
φ = (x1, . . . , xn), the coordinate vector fields on U then form a local frame for U . Let X and Y
be smooth vector fields on U such that:

X =Xi ∂

∂xi
= Xi∂i

Y =Y j ∂

∂xj
= Y j∂j

where Xi, Y i ∈ C∞(M). We calculate the Lie bracket as follows, let f ∈ C∞(M):

[X,Y ](f) =X ◦ Y (f)− Y ◦X(f)
=Xi∂i(Y j∂j(f))− Y j∂j(Xi∂if)
=Xi∂i(Y j)∂j(f) +XiY j∂i∂j(f)− Y j∂jXi∂i(f)− Y jXi∂j∂i(f)
=Xi∂i(Y j)∂j(f)− Y j∂j(Xi)∂i(f) (1.1.13)

Equation (1.1.12) is then the formula for the Lie bracket of two vector fields in coordinates.
Before we move on, we prove the following proposition, which will be vital when we discuss the

Lie algebra of a Lie group.
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Proposition 1.1.9. Suppose F : M → N is a smooth map between manifolds, and let X1, X2 ∈
X(M) and Y1, Y2 ∈ X(N) be vector fields such that Xi is F related to Yi. Then [X1, X2] is F
related to [Y1, Y2]. In particular, if F is a diffeomorphism we have that:

F∗[X1, X2] = [F∗X1, F∗X2]

Proof. Since Xi is F related to Yi, by Proposition 1.1.7 we have that for f ∈ C∞(N):

XiXj(f ◦ F ) = Xi((Yjf) ◦ F ) = (YiYjf) ◦ F

Therefore:

[X1, X2](f ◦ F ) =X1X2(f ◦ F )−X2X1(f ◦ F )
=(Y1Y2f) ◦ F − (Y2Y1f) ◦ F
= ([Y1, Y2]f) ◦ F

So [X1, X2] is F related to [Y1, Y2]. Suppose now that F is a diffeomorphism, then, by Proposition
1.1.6, Y1 = F∗X1, Y2 = F∗X2, and:

F∗[X1, X2] = [Y1, Y2] = [F∗X1, F∗X2]

1.1.3 Differential Forms and Integration
Before we discuss differential forms, we must first define covectors and the exterior algebra of a
finite dimensional vector space V .
Definition 1.1.15. Given a finite dimensional real vector space V , a covector on V is a real-
valued linear function on V , i.e., a linear map λ : V → R. The space of all covectors on V is itself
a real vector space under pointwise addition and scalar multiplication. We denote V ∗, and and
call it the dual space of V .
Proposition 1.1.10. For any basis for V , {ei, . . . , en}, we can a obtain dual basis for V ∗ {λ1, . . . , λn}
defined via the relation:

λi(ej) = δij

Proof. Let ω ∈ V ∗, and v ∈ V then as ω is linear we have:

ω(v) = viω(ei)

Let ω(ei) = bi for some bi ∈ R, then we have that:

ω(v) = vibi

Which clearly implies that ω can be written as the sum bjλ
j as:

ω(v) = vibjλ
j(ei) = vibjδ

j
i = vibi

thus the set {λ1, . . . , λn} spans V ∗. To see that these are linearly independent, let:

ω = biλ
i = 0 ∈ V ∗

then we have that for all j ∈ {1, . . . , n}:

ω(ej) = bj = 0

thus each bj must be zero, therefore {λ1, . . . , λn} form a basis for V ∗.

From the preceding proposition we obtain the following corollary:
Corollary 1.1.3. Let V be a finite dimensional real vector space, and V ∗ it’s dual space. Then,
the double dual space (V ∗)∗ ∼= V .
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Proof. For all v ∈ V we define the linear map τv : V ∗ → R by:

τv(ω) = ω(v)

Now consider the map:

F : V −→ (V ∗)∗

v 7−→ τv

We see that this map is linear as for all a, b ∈ R, v, w ∈ V , and ω ∈ V ∗:

τav+bw(ω) = ω(av + bw) = aω(v) + bω(w) = aτv(ω) + bτw(ω)

Furthermore, if for some v ∈ V :

τv(ω) = ω(v) = 0

for all ω ∈ V ∗, then v = 0 as the only element v ∈ V which maps to zero under every linear
function on V is 0, implying that F is injective. Since Proposition 1.1.10 implies that the dual
of any finite dimensional vector space V has the same dimension as V , we see that by rank nullity
F is an isomorphism, as desired.

We refer to covectors as one forms on V . Using one forms, and vectors we can build a wide
variety of multilinear maps called tensors.
Definition 1.1.16. A tensor of type (l, k) is a multilinear map:

V ∗1 × . . .× V ∗l × V1 × . . .× Vk → R

We can construct tensors using the tensor product, denoted ⊗. For v1, . . . , vl, w1, . . . , wk ∈ V ,
and ω1, . . . , ωk, λ1, . . . , λl ∈ V ∗, we construct a tensor of type (l, k) via the defining relation:

v1 ⊗ · · · ⊗ vl ⊗ ω1 ⊗ · · · ⊗ ωk(λ1, . . . , λl, w1, . . . , wk) =λ1(v1) · · ·λl(vl) · ω1(w1) · · ·ωk(wk)

The space of all tensors of the type (l, k), for a vector space V , which we denote by T l,k(V ),
is itself a vector space of dimension nl+k. For reasons that will become apparent later, the types
of multilinear maps we are interested in are ones that are antisymmetric on V , bringing us to our
next definition.
Definition 1.1.17. A (0, k) tensor, i.e. a linear map:

V1 × . . .× Vk → R

is called a k-form on V , if it is also totally antisymmetric. That is for λ ∈ T 0,k(V ), we have:

λ(. . . , vi, . . . , vj , . . . ) = −λ(. . . , vj , . . . , vi, . . . )

We denote the space of all such tensors as Λk(V ∗).
It is clear from the preceding definition that for any vector space V of dimension n, the highest

order k form that can exist on V is one with k = n, as if k = n + 1 then at least two of the
vectors must linearly depend on one another; we call these types of forms top forms, and the set of
top forms on V is a one dimensional vector space. The following definition defines an associative
multiplicative structure on the set of all forms:
Definition 1.1.18. Let λ be a k-form and ω be an l-form, then the wedge product of the two,
denoted λ ∧ ω, is a k + l form defined by:

(λ ∧ ω)(v1, . . . , vk+l) = 1
k!l!

∑
σ∈Sk+l

sgn(σ)λ(vσ(1), . . . , vσ(k)) · ω(vσ(k+1), . . . , vσ(k+l))

where Sk+l denotes the set of permutations of {1, 2, . . . , k + l}.
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In particular, one can use the definition above to find that:

λ ∧ ω = (−1)klω ∧ λ

and that if l is odd:

ω ∧ ω = 0

Proposition 1.1.11. Let {ωi} be a set of k covector’s on V . Then:

ω1 ∧ · · · ∧ ωk =
∑
σ∈Sk

sgn(σ)ωσ(1) ⊗ · · · ⊗ ωσ(k)

Proof. We proceed by induction, the k = 1 case is trivial, so assuming the k − 1th case, we wish
to prove the kth case. Let v1, · · · , vk ∈ V , then, by Definition 1.1.18 we have that:

ω1 ∧ · · · ∧ ωk−1 ∧ ωk(v1, · · · , vk) = 1
(k − 1)!

∑
σ∈Sk

sgn(σ)ω1 ∧ · · · ∧ ωk−1(vσ(1), . . . , vσ(k−1)) · ωk(vσ(k))

Denote the left hand side of the above equation by Ω for brevity, then applying the inductive step
we see that:

Ω = 1
(k − 1)!

∑
σ∈Sk

∑
τ∈Sk−1

sgn(τ)sgn(σ)ωτ(1)(vσ(1)) · · ·ωτ(k−1)(vσ(k−1)) · ωk(vσ(k))

For each σ ∈ Sk there are (k−1)! factorial σ̃’s, which satisfy σ(k) = σ̃(k), including σ. We can then
split Sk into k subsets of Sk, each consisting of the permutations which satisfy the aforementioned
property. Denote each set by Ai, where each σ ∈ Ai satisfies σ(k) = i, then we can rewrite our
sum as:

Ω = 1
(k − 1)!

k−1∑
i=1

∑
σ∈Ai

∑
τ∈Sk−1

sgn(τ)sgn(σ)ωτ(1)(vσ(1)) · · ·ωτ(k−1)(vσ(k−1)) · ωk(vi)

Fix an i, then: ∑
σ∈Ai

∑
τ∈Sk−1

sgn(τ)sgn(σ)ωτ(1)(vσ(1)) · · ·ωτ(k−1)(vσ(k−1)) · ωk(vσ(k))

=ωk(vi)
∑
σ∈Ai

∑
τ∈Sk−1

sgn(τ)sgn(σ)ωτ(1)(vσ(1)) · · ·ωτ(k−1)(vi)

Fix τ, τ̃ ∈ Sk−1, we claim that:∑
σ∈Ai

sgn(τ)sgn(σ)ωτ(1)(vσ(1)) · · ·ωτ(k−1)(vσ(k−1))

=
∑
σ∈Ai

sgn(τ̃)sgn(σ)ωτ̃(1)(vσ(1)) · · ·ωτ̃(k−1)(vσ(k−1))

We proceed by cases, let sgn(τ) = sgn(τ̃), then τ and τ̃ differ by an even about of swaps. For any
σ ∈ Ai, there then exists a unique σ̃ ∈ Ai satisfying:

ωτ(1)(vσ(1)) · · ·ωτ(k−1)(vσ(k−1)) = ωτ̃(1)(vσ̃(1)) · · ·ωτ̃(k−1)(vσ̃(k−1))

which must also differ by an even number swaps, thus sgn(σ) = sgn(σ̃), and, consequently
sgn(τ)sgn(σ) = sgn(τ̃)sgn(σ̃). Therefore, we see that for any term in the left sum, the same
term appears in the right sum, and since the order of summation doesn’t matter the two sums
are equal. If instead sgn(τ) = −sgn(τ̃), then τ and τ̃ differ by an odd amount of swaps. The
same argument then shows that for every σ ∈ Ai, there exists a unique σ̃ ∈ Ai satisfying the same
relation, such that sgn(σ) = −sgn(σ̃). Thus sgn(τ)sgn(σ) = sgn(τ̃)sgn(σ̃), and for any term in the



1.1. SMOOTH MANIFOLDS 24

left sum, the same term appears in the right sum, so the sums are the same. Since for every τ , the
sum over Ai is equal, we obtain:∑

σ∈Ai

∑
τ∈Sk−1

sgn(τ)sgn(σ)ωτ(1)(vσ(1)) · · ·ωτ(k−1)(vσ(k−1))

=(k − 1)!
∑
σ∈Ai

sgn(σ)ω1(vσ(1)) · · ·ωk−1(vσ(k−1))

Therefore:

Ω =
k−1∑
i=1

∑
σ∈Ai

sgn(σ)ω1(vσ(1)) · · ·ωk−1(vσ(k−1)) · ωk(vi)

=
∑
σ∈Sk

sgn(σ)ω1 ⊗ · · ·ωk−1 ⊗ ωk(vσ(1), · · · , vσ(k))

Since computationally it doesn’t matter whether we permute the vectors, or the covectors, we can
write:

Ω =
∑
σ∈Sk

sgn(σ)ωσ(1) ⊗ · · · ⊗ ωσ(k−1) ⊗ ωσ(k)(v1, · · · , vk)

Finally, since the set of vectors was chosen arbitrarily , we see that:

ω1 ∧ · · · ∧ ωk =
∑
σ∈Sk

sgn(σ)ωσ(1) ⊗ · · · ⊗ ωσ(k)

as desired.

The set:

{ei1 ∧ · · · ∧ eik : 1 ≤ i1 < · · · < ik ≤ k}

forms a basis for Λk(V ∗). It is easy to show that this set spans ΛK(V ∗), and one shows that is
linearly dependent by supposing that:

ω =
∑

i1<···<ik

ai1···ike
ik ∧ · · · ∧ eik = 0

and then noting that by Proposition 1.1.11:

eik ∧ · · · ∧ eik(ei1 , . . . , eik) = 1

so since ω must be the zero alternating multilinear map V k → R, we obtain that each ai1···ik = 0.
Note that this implies that dim Λk(V ∗) = n choose k. Furthermore, an element of Λk(V ) is said
to decomposable if it can be written as in Proposition 1.1.11; clearly if ω ∈ Λk is decomposable
then:

ω ∧ ω = 0

Definition 1.1.19. The vector space of all forms on V is given by the direct sum:

Λ(V ∗) =
n⊕
i=0

Λi(V ∗)

where Λ0(V ∗) is the field of scalars over V . Equipped with the wedge product, it is an associative,
graded, algebra with unit element 1 ∈ R. We call this space the exterior algebra, and it has
dimension:

dim(Λ(V ∗)) =
n∑
k=0

(
n
k

)
= 2n
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Definition 1.1.20. Let V be a finite dimensional vector space, and ω a k-form on V . Given a
linear map A : W → V , we can obtain a k-form on W via the pullback of ω by A, denoted A∗ω,
in the following way:

A∗ω(v1, . . . , vk) = ω(A(v1), . . . , A(vk))

This definition demonstrates a fundamental difference between covectors (one forms) and vec-
tors; that is vectors can be pushed forward by linear maps, and covectors, as well as higher order
forms, are pulled back by linear maps.
Definition 1.1.21. Let V be a finite dimensional vector space, v ∈ V , and ω a k-form on V .
We define the contraction, or interior product of ω, denoted ιvω, or vyω, as a map from
Λk(V ∗)→ Λk−1(v) via:

ιvω(v1, . . . , vk−1) = ω(v, v1, . . . , vk−1)

For simple k-form’s contraction yields the following (k − 1) form:

ιv(ei1 ∧ · · · ∧ eik) =
k∑
j=1

(−1)j+1eij (v)ei1 ∧ · · · ∧ êij ∧ · · · ∧ eik

where êi denotes deletion of the ith component. We turn to an example:
Example 1.1.11. Let V = R3, the standard basis vectors e1, e2 and e3 admit a dual basis e1, e2,
and e3. Define a two form ω on R3 by:

ω = e1 ∧ e2 + e2 ∧ e3 + e1 ∧ e3

For vectors v = aiei, and w = biei we have the following:

ιvω =a1e2 − a2e1 + a2e3 − a3e2 + a1e3 − a3e1

ιw(ιvω) =a1b2 − a2b1 + a2b3 − a3b2 + a1b3 − a3b1 = ω(v, w)

We can also construct a three form on R3 given by wedging ω with e3:

ω ∧ e3 =e1 ∧ e2 ∧ e3 + e2 ∧ e3 ∧ e3 + e1 ∧ e3 ∧ e3

=e1 ∧ e2 ∧ e3

For another vector u = ciei we have that:

uy(wy(vyω ∧ e3)) =uy(wy(a1e2 ∧ e3 − a2e1 ∧ e3 + a3e1 ∧ e2))
=uy(a1(b2e3 − b3e2)− a2(b1e3 − b3e1) + a3(b1e2 − b2e1))
=a1(b2c3 − b3c2)− a2(b1c3 − b3c1) + a3(b1c2 − b2c1)
= det(v, w, u)

We see that this aligns with Definition 1.1.18, as with v1 = v, v2 = w and v3 = u:

ω ∧ e3(v1, v2, v3) =1
2
∑
σ∈S3

sgn(σ)ω(vσ(1), vσ(2))e3(vσ(3))

=ω(v1, v2)e3(v3) + ω(v2, v3)e3(v1) + ω(v3, v1)e3(v2)
=(a1b2 − a2b1)c3 + (b1c2 − b2c1)a3 + (c1a2 − c2a1)b3

= det(v1, v2, v3)

Finally, this aligns with our form of the wedge product for simple k forms as:

e1 ∧ e2 ∧ e3(v1, v2, v3) =
∑
σ∈S3

sgn(σ)eσ(1)(v1)eσ(2)(v2)eσ(3)(v3)

=a1b2c3 + b1c2a3 + c1a2b3 − b1a2c3 − a1c2b3 − c1b2a3

= det(v1, v2, v3)
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We will further discuss the exterior algebra and the wedge product when we discuss Clifford
algebras later in the paper, but for now we move onwards. Recall from the previous section that for
a smooth n manifold M , TpM is a real vector space of dimension n. We denote the dual space by
T ∗pM , and after choosing a coordinate basis (∂/∂xi|p), denote it’s dual basis by dxi. Any covector
ω ∈ T ∗pM can thus be written as ωidxi, where:

ωi = ω

(
∂

∂xi

∣∣∣
p

)
Let (∂/∂yi) be another coordinate basis for TpM , recall that for:

v = ∂

∂yi

we have:

v =∂xj

∂yi
∂

∂xj

in our former coordinate basis. Let ω = ωldx
l, then:

ω(v) =ω
(
∂xj

∂yi
∂

∂xj

)
=ωl

∂xj

∂yi
dxl
(

∂

∂xj

)
=ωj

∂xj

∂yi

Thus in our yi coordinates we have:

ω = ωj
∂xj

∂yi
dyi (1.1.14)

hence the components of covectors transform in an ‘opposite’ way from vectors. In physics, tensors
which transform like vectors are called contravariant, and tensors which transform like covectors
are called covariant.
Definition 1.1.22. The Cotangent Bundle is the disjoint union:

T ∗M =
∐
p∈M

T ∗pM

It has a natural projection map π : T ∗M →M , which sends ω ∈ T ∗pM to p ∈M .
Though we omit the proof, T ∗M has a natural topology and smooth structure that make it

into a smooth manifold of dimension 2n. When we discuss fibre bundles, and vector bundles, we
shall see that both TM , and T ∗M are special cases of vector bundles over M . Further, we define
covector fields, or differential one forms on M , in a similar way to vector fields:
Definition 1.1.23. Given a smooth manifold M , a covector field, often called a differential
one form, is a smooth section of T ∗M , i.e. a map:

s : M → T ∗M

such that:

π ◦ s = Id

We denote the space of all one forms on M by Ω1(M)
Much like vector fields, we define local and global frames for T ∗M in the same way but instead

call them coframes; we denote coordinate coframes by {dxi}. Furthermore, given a differential one
form, ω ∈ T ∗M , and a vector field X ∈ X(M), the contraction of ω with X, is a smooth function
on M . Indeed, let (U, φ), and (V, ψ) be charts on M , such that U ∩ V 6= ∅, and have coordinates
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xi, and yj respectively. In U ∩ V , let ω = ωidx
i, and X = Xj∂/∂xj , for Xj , ωi ∈ C∞(U ∩ V ),

then:

ω(X) = ωiX
i

By (1.1.13) and (1.1.6), under the transition map, this becomes:

ω(X) = Xk ∂y
j

∂xk
ωi
∂xi

∂yj

Which, by the multivariate chain rule, reduces to:

ω(X) =Xkωi
∂xi

∂xk

=Xkωiδ
i
k

=Xiωi

hence, ω(X) is smoothly compatible, and independent of coordinates, and thus a smooth function
on M . Given a smooth function f ∈ C∞, we can also construct differential one forms, with the
differential of f , defined via:

df(X) = X(f)

In coordinates, with X = Xi∂/∂xi, we see that:

df(X) = Xi ∂f

∂xi

implying that:

df = ∂f

∂xi
dxi

Now examine the following disjoint union:

Λk(T ∗M) =
∐

Λk(T ∗pM)

Just as TM , and T ∗M , Λk(T ∗M) is a smooth manifold, equipped with a projection map, such
that Λk(T ∗M) is a vector bundle over M . A differential k-form on M , is then a smooth section of
Λk(T ∗M), and we denote the set of all of differential k-forms on M by Ωk(M). The wedge product
of two differential forms is defined pointwise:

(ω ∧ η)p = ωp ∧ ηp

and just as we saw earlier in exterior algebra, the wedge product of a differential k form and
differential l form is a differential (k + l) form. Taking smooth functions on M to be zero forms,
such that for f ∈ C∞(M):

f ∧ ω = fω

we define:

Ω(M) =
n⊕
i=0

Ωi(M)

which, when equipped with the wedge product, is the associative, anticommutative, graded algebra
of differential forms of all order. Let ω be a differential k-form, and I be an ordered multi index
(i1, . . . , ik)3 then we employ the Einstein summation convention in the following way:

ω = ωIdx
i1 ∧ · · · ∧ dxik = ωIdx

I

3i.e. i1 < · · · < ik
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In general, unless stated otherwise, we will understand this summation to be over all possible
ordered multi indices, so that we do not over count terms in the wedge product. Let I, and J be
two ordered multi indices, then:

dxi1 ∧ · · · ∧ dxik
(

∂

∂xj1
, . . . ,

∂

∂xjk

)
= δIJ

Therefore the component functions ωI of ω are found via:

ωi1,...,ik = ω

(
∂

∂xi1
, . . . ,

∂

∂xik

)
Example 1.1.12. Let M = R3, a zero form on M is any smooth function f : R3 → R. We can
define a one form via:

ω = sin(x)dx+ sin(y)dy + sin(z)dz

We have that:

ω ∧ ω =(sin(x)dx+ sin(y)dy + sin(z)dz) ∧ (sin(x)dx+ sin(y)dy + sin(z)dz)
=(sin(x) sin(y)− sin(y) sin(x))dx ∧ dy

+ (sin(x) sin(z)− sin(z) sin(x))dx ∧ dz
+ (sin(y) sin(z)− sin(z) sin(y))dy ∧ dz

=0

as expected. Let η = dx ∧ dz, then:

ω ∧ η = (sin(y)dy ∧ dx ∧ dz)
=− sin(y)dx ∧ dy ∧ dz

which is a three form on M . In particular, any n form ω on an n-dimensional smooth manifold
can be written in coordinates as:

ω = fdx1 ∧ · · · ∧ dxn

for some f ∈ C∞(M)
Let M , and N be smooth manifolds, F a smooth map between them, and η a differential k

form on N . The pullback of η by F is then a differential form on M given by:

F ∗ωp(v1, . . . , vk) = ωF (p)(DpF (v1), . . . , DpF (vk))

Lemma 1.1.3. Suppose F : M → N is smooth. Then in any smooth chart:

F ∗(ωIdyi1 ∧ · · · ∧ dyik) = (ωI ◦ F )d(yi1 ◦ F ) ∧ · · · ∧ d(yik ◦ F ) (1.1.15)

Proof. We first prove the statement for an arbitrary one form on N , η = fidy
i. Let v ∈ TpM be

arbitrary then:

(F ∗η)p(v) =ηF (p)(DpF (v))
=(fi ◦ F (p))(dyi(DpF (v)))F (p)

=(fi ◦ F (p))(DpF (v))(yi)
=(fi ◦ F (p))v(yi ◦ F )
=(fi ◦ F (p))d(yi ◦ F )(v)

Now let ω = ωIdy
I be a differential k form on N , by Definition 1.1.18 we have that for

w1, · · · , wk ∈ TqN :

ωIdy
i1 ∧ · · · ∧ dyik(w1, . . . , wk) =

∑
σ∈Sk

sgn(σ)ωIdy1k(wσ(1)) · · · dyik(wσ(k))
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where Sk denotes the set of permutations of {1, . . . , k}. Let v1, . . . , vk ∈ TpM , then:

F ∗ω(v1, . . . , vk) =
∑
σ∈Sk

sgn(σ)(ωI ◦ F )dyi1(DpF (vσ(1))) · · · dyik(DpF (vσ(k)))

=
∑
σ∈Sk

sgn(σ)(ωI ◦ F )d(yi1 ◦ F )(vσ(1)) · · · d(yik ◦ F )(vσ(k))

=(ωI ◦ F )d(yi1 ◦ F ) ∧ · · · ∧ d(yik ◦ F )(v1, . . . , vk)

hence we have that:

F ∗ω = (ωI ◦ F )d(yi1 ◦ F ) ∧ · · · ∧ d(yik ◦ F )

as desired.

Proposition 1.1.12. If dimM = dimN = n, and F : M → N is a smooth map, then for a top
form ω = fdy1 ∧ · · · ∧ yn on N , the coordinate expression for the pullback of ω by F is given by:

F ∗(fdy1 ∧ · · · ∧ yn) = (f ◦ F ) det(DF )dx1 ∧ · · · ∧ dxn (1.1.16)

where x1, . . . , xn are local coordinates on M .

Proof. Let v1, . . . vn ∈ TpM have basis expansions given by:

vl = vil
∂

∂xi

then the LHS of (1.1.15) gives:

F ∗(fdy1 ∧ · · · ∧ dyn)(v1, . . . , vn) =(f ◦ F ) det(DpF (v1), . . . DpF (vn))

=(f ◦ F ) det
(
∂F j

∂xi
vi1

∂

∂yj
, . . . ,

∂F j

∂xi
vin

∂

∂yj

)
=(f ◦ F ) det

(
∂F j

∂xi

)
det(v1, . . . , vn)

=(f ◦ F ) det
(
∂F j

∂xi

)
dx1 ∧ · · · ∧ dxn(v1, . . . , vn)

The matrix with coefficients ∂F j/∂xi is precisely the Jacobian DF , hence (1.1.15) holds.

Example 1.1.13. Let M = S2, then ψ−1(θ, φ) = (sin θ cosφ, sin θ sinφ, cos θ) is an embedding of
‘most’ of the two sphere in R3, where θ ∈ (0, π) and φ ∈ (0, 2π). Let ω = dx ∧ dy + dy ∧ dz be a
two form on R3, if we want to restrict this two form to S2 we can pull ω back by ψ−1, via (1.1.14):

ψ−1∗ω =d(sin θ cosφ) ∧ d(sin θ sinφ) + d(sin θ sinφ) ∧ d(cos θ)

Examine the first term in the sum:

d(sin θ cosφ) ∧ d(sin θ sinφ) =(cos θ cosφdθ − sin θ sinφdφ) ∧ (cos θ sinφdθ + sin θ cosφdφ)
= cos θ sin θ cos2 φdθ ∧ dφ− sin θ cos θ sin2 φdφ ∧ dθ
= cos θ sin θdθ ∧ dφ

Now the second term:

d(sin θ sinφ) ∧ d(cos θ) =(cos θ sinφdθ + sin θ cosφdφ) ∧ (− sin θdθ)
=− sin2 θ cosφdφ ∧ dθ

thus we have that:

ψ−1∗ω = (cos θ sin θ + sin2 θ cosφ)dθ ∧ dφ

Note that the differential of a function takes differential 0-form, f , to a 1-form, df . We now
wish to generalize this operation with the following theorem:
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Theorem 1.1.3. Suppose M is a smooth manifold, there exists a unique operator d : Ωk(M) →
Ωk+1(M) for all k, called the exterior derivative, satisfying the following five conditions:

a) d is linear over R
b) if ω ∈ Ωk(M) and η ∈ Ωl(M) then:

d(ω ∧ η) = (dω) ∧ η + (−1)kω ∧ dη (1.1.17)

c) d ◦ d ≡ 0
d) For f ∈ Ω0(M) = C∞(M), df is the differential of f , given by df(X) = Xf

e) In a smooth coordinate chart, with ω = ωIdx
i1 ∧ · · · ∧ dxik , d is given by:

dω = ∂ωI
∂xj

dxj ∧ dxi1 ∧ · · · ∧ dxik (1.1.18)

Proof. We begin with existence, suppose ω ∈ Ωk(M), we wish to define dω via (1.1.18) in each
chart, thus e will hold trivially. Let (U, φ) be a smooth chart for M , we set:

dω = φ∗d(φ−1∗ω)

First note that by (1.1.18), d commutes with the pullback of a smooth map F . Indeed:

F ∗(dω) =F ∗
(
∂ωI
∂xj

dxj ∧ dxi1 ∧ · · · ∧ dxik
)

=F ∗
(
dωI ∧ dxi1 ∧ · · · ∧ dxik

)
=d(ωI ◦ F ) ∧ d(xi1 ◦ F ) ∧ · · · ∧ d(xik ◦ F )

while:

d(F ∗ω) =d((ωI ◦ F )d(xi1 ◦ F ) ∧ . . . d(xik ◦ F ))
=d(ωI ◦ F ) ∧ d(xi1 ◦ F ) ∧ . . . d(xik ◦ F )

thus:

d(F ∗ω) = F ∗(dω)

For two charts (U, φ), and (V, ψ), we have that:

ψ∗ ◦ (φ ◦ ψ−1)∗(dφ−1∗ω) =ψ−1∗d((φ ◦ ψ−1)∗φ−1∗ω)
=ψ∗d(ψ−1∗ω)

however:

ψ∗ ◦ (φ ◦ ψ−1)∗(dφ−1∗ω) =ψ∗ ◦ ψ−1∗ ◦ φ∗d(φ−1∗ω)
=φ∗d(φ−1∗ω)

hence:

ψ∗d(ψ−1∗ω) = φ∗d(φ−1∗ω)

therefore d is a well defined operation. To show a) we note that for two k forms ω, and η, and
a, b ∈ R, that aω ∈ Ωk(M) and bη ∈ Ωk(M). Furthermore, since Λk(T ∗pM) is a vector space,
aω + bη ∈ Ωk(M), and can be written in a coordinate chart as:

aω + bη =(aωI + bηI)dxi1 ∧ · · · ∧ dxik

Therefore:

d(aω + bη) =d(aωI + bηI)dxi1 ∧ · · · ∧ dxik

=∂(aωI + bηI)
∂xj

dxj ∧ · · · ∧ dxik

=a∂ωI
∂xj

dxj ∧ dxI + b
∂ηI
∂xj

dxj ∧ dxI

=adω + bdη
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thus d is linear over R. To show b), we recall:
ω ∧ η = (−1)klη ∧ ω

we then have that:
d(ω ∧ η) =d(ωIηJdxI ∧ dxJ)

= (ηJdωI + ωIdηJ) ∧ dxI ∧ dxJ

=ηJdωI ∧ dxI ∧ dxJ + ωIdηJ ∧ dxI ∧ dxJ

=ηJdωI ∧ dxI ∧ dxJ + (−1)kωIdxI ∧ dηJ ∧ dxJ

=dω ∧ η + (−1)kω ∧ dη
since dηJ is a one form, hence k · 1 = k. For c) we note that for a 0-form f :

d(df) =d
(
∂f

∂xi
dxi
)

= ∂2f

∂xi∂xj
dxi ∧ dxj

=
∑
i<j

(
∂2f

∂xi∂xj
− ∂2f

∂xj∂xi

)
dxi ∧ dxj

=0
as partial derivatives commute with one another. Now, by (1.1.17), we see that for a k form ω:

d(dω) =d
(
d(ωI) ∧ dxI

)
=d(dωI) ∧ dxI − dωI ∧ d(dxI)
=− dωI ∧ d(dxi1 ∧ · · · dxik)

=
k∑
j

(−1)jdωI ∧ dxi1 ∧ · · · ∧ d(dxij ) ∧ · · · ∧ dxik

=0
thus d◦d is identically zero. Finally, d) clearly follows from d being well defined, equation (1.1.18),
and our earlier discussion on the differential of a smooth function f .

To show uniqueness, suppose that d is any operator satisfying a), b),c), and d), and that ω1
and ω2 are two k forms on an open set U ⊂M . We would like to show that d is determined locally,
that is if ω1 and ω2 agree on U , then dω1 = dω2 on U as well. Let η = ω1−ω2, and for an arbitrary
point p ∈ U , let ψ ∈ C∞(M) be a function that is identically 1 on a open neighborhood of p, and
zero outside of U . Then, ψη = 0 on all U , and we have that:

0 =d(ψη)
=dψ ∧ η + ψdη

=ψdω1 − ψdω2

Evaluating at the point p, we find that dω1|p − dω2|p = 0, hence d is determined locally. Now let
ω ∈ Ωk(M) be an arbitrary k form on M , then in some smooth coordinate chart (U, φ) we can
write ω as:

ω = ωIdx
I

For any p ∈ U ,by means of functions like ψ, (i.e. identically 1 in a neighborhood of p, and identically
0 outside of U) we can then construct global smooth functions yi and fI on M such that they
agree with ωI and xi in a neighborhood of p. By the preceding paragraph, it then suffices to show
that d agrees with (1.1.18) at the point p. By a), b),c), and d) we then see that:

dω|p =d(ωIdxI)|p
=dωI ∧ dxI |p + ω ∧ d(dxI)|p

=∂ωI
∂xj

dxj ∧ dxI |p

Since p was arbitrary, d must be unique, as desired.
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As we shall see in the next example, the exterior derivative can be used to generalize the major
vector calculus derivative operations.
Example 1.1.14. Let M = R3, then the following vector spaces Λ1(T ∗pR3), Λ2(T ∗pR3), and
Λ2(T ∗pR3) are of dimension 3, 3, and 1, respectively. We see that for some function f : R3 → R
that:

df = ∂f

∂x
dx+ ∂f

∂y
dy + ∂f

∂z
dz

which under an isomorphism F : Ω1(R3)→ X(M), can be written as the vector field:

F (df) = ∂f

∂x

∂

∂x
+ ∂f

∂y

∂

∂y
+ ∂f

∂z

∂

∂z

which is exactly the result of the gradient operation in vector calculus. Furthermore, for a one a
form ω given in coordinates by:

ω = fdx+ gdy + hdz

we see that:

dω =
(
∂h

∂y
− ∂g

∂z

)
dy ∧ dz +

(
∂h

∂x
− ∂f

∂z

)
dx ∧ dz +

(
∂h

∂y
− ∂g

∂z

)
dy ∧ dz

Define an isomorphism G : X(M)→ Ω2(M) by:

X 7−→ Xy(dx ∧ dy ∧ z)

which provides the following identification of a global frame of vector fields on R3, with a global
frame of two form on R3:

∂

∂x
↔ dy ∧ dz

∂

∂y
↔ −dx ∧ dz

∂

∂z
↔ dx ∧ dy

Hence we have that:

G(dω) =
(
∂h

∂y
− ∂g

∂z

)
∂

∂x
−
(
∂h

∂x
− ∂f

∂z

)
∂

∂y
+
(
∂h

∂y
− ∂g

∂z

)
∂

∂z

which is exactly the curl operation ∇× for vector fields on R3. Finally, for a two form given by:

η = fdy ∧ dz + gdz ∧ dx+ hdx ∧ dy

we see that :

dη =
(
∂f

∂x
+ ∂g

∂y
+ ∂h

∂z

)
dx ∧ dy ∧ dz (1.1.19)

Under the isomorphism H : C∞(M)→ Ω3(M) given by:

f 7−→ fdx ∧ dy ∧ dz

we have that (1.1.19) maps to the function given by the divergence of the vector field corresponding
to η, thus the exterior derivative of 2 forms on R3 corresponds to the divergence operation ∇· for
vector fields on R3.

Before we can discuss integration, we must briefly dive into the notion of assigning an orientation
to M , much like we assign an orientation to a vector space V .
Definition 1.1.24. Let M be a smooth manifold. A pointwise orientation is a choice of
orientation for each tangent space. Given a pointwise orientation, if a local frame {Ei} for TM
agrees with the orientation for all p ∈ U then {Ei} is an oriented frame. A pointwise orientation
such that all p ∈ M is contained in the domain of a local oriented frame is a orientation for M ,
and if M is said to be an orientable smooth manifold if such an orientation exists.
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Proposition 1.1.13. Let M be a smooth manifold, then M is orientable if and only there exists
a covering of M by coordinate charts {Ui, φi} such that the Jacobian of each transition function is
positive.

Proof. Suppose that M is orientable, and is equipped with an orientation. Then for each point
p ∈ M there exists an orientation of TpM . Every p ∈ M is contained in some coordinate chart
(U, φ), and if that chart is negatively oriented, i.e. the the orientation of the coordinate frame
{∂/∂xi} differs from the orientation on M , we can define a new chart by:

φ′ = (−x1, x2, . . . , xn)

which then agrees with the orientation on M . Repeating this process for all charts, we obtain a
covering of M by coordinate charts such that each chart determines a positively oriented coordinate
frame, thus the Jacobian of the transition functions must have positive determinant.

Conversely, assume that M admits a covering of coordinate charts {Ui, φi} such that Jacobian
of each transition function is positive. Define a pointwise orientation on M such that the coordinate
frame at each point is positively oriented. The Jacobian of the transition functions have positive
determinant, so every chart determines the same pointwise orientation. Furthermore, every point
in M is in the domain of a coordinate frame, which by construction is an oriented frame for TM ,
hence M is orientable.

Using this proposition we wish to prove the existence of a non-vanishing top form on M ,
corresponding to the orientation of M , but first we introduce a partition of unity. Let f : X → R
for a topological space X, we define the support of f , denoted supp f , as the closure of the set of
points where f 6= 0.
Definition 1.1.25. Suppose M is a topological space, and let X = (Xi)i∈I be an arbitrary open
cover of M , indexed by the set I. A partition of unity subordinate to X is an indexed family
{ψi}i∈I of continuous functions ψi : M → R such that:

a) 0 ≤ ψi(x) ≤ 1 for all x ∈M , i ∈ I.
b) supp ψi ⊂ Xi for each i ∈ I.
c) The family of supports (supp ψi)i∈I is locally finite, meaning that that every point has a

neighborhood that intersects supp ψi for only finitely many values of i.
d)
∑
i∈I ψi(x) = 1 for all x ∈M .

It can be shown that for any indexed open cover of a smooth manifold M , there exists a
smooth partition of unity subordinate to the aforementioned open cover. We omit the proof of
this statement, and move onwards.
Theorem 1.1.4. A smooth manifold M of dimension n is orientable if and only if there exists
a non-vanishing top form on M ; we call such a form an orientation form. Equivalently, M is
orientable if and only if M has a trivial top form bundle.

Proof. Suppose such a form ω exists and let (U, φ) be a smooth chart for M , then we have that
on U :

ω = fdx1 ∧ · · · ∧ dxn

for some f ∈ C∞(U), such that f > 0 for all p ∈ U . Let (V, ψ) be another chart on M , such that
U ∩ V 6= ∅, then by Proposition 1.1.12:

(φ ◦ ψ−1)∗ω = (f ◦ φ ◦ ψ−1) det
(
∂xj

∂yi

)
dy1 ∧ · · · ∧ dyn

is a top form on the U ∩ V in the yi coordinates determined by ψ. Since it is assumed that ω
vanishes nowhere, we see that for all points p ∈ U ∩ V , the determinant of the Jacobian of φ ◦ψ−1

must must always be positive. Furthermore, since ω vanishes nowhere, there must exist charts that
cover M such that the Jacobian of the transition function is always positive, hence M is orientable.

Suppose M is orientable. We can cover M with countably many smooth charts, {(Ui, φi)}i∈I ,
such that the transition functions all of have positive determinant. This is an open cover of M .
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Let {ψi}i∈I be a partition of unity subordinate to the aforementioned open cover. In a smooth
chart (Uj , φj), we locally define a top form ωj by:

ωj = dx1 ∧ · · · ∧ dxn

Now consider the global top form ηj defined by:

ηj = ψjωj

Then the the top form η determined by the sum:

η =
∑
j∈I

ηj =
∑
j∈I

ψjωj (1.1.20)

is also globally defined. To show this form is non-vanishing, we consider an arbitrary point p ∈M ,
at this point p, by the definition of a partition of unity, there exists a neighborhood of p that
intersects the support of ψi for only finitely many i ∈ I. Therefore, at this point p, (1.1.20)
becomes a finite sum, thus we reindex I such that for some n ∈ N:

ηp =
n∑
i

ψi(p)ωi

We now rewrite this in the coordinate basis for (U1, φ1):

ηp =
n∑
i

ψi(p) det
(
Dp(φi ◦ φ−1

1 )
)
dx1 ∧ · · · ∧ dxn

which cannot be 0 or negative as the determinant of the Jacobian of every transition function is
positive. Thus, since p was arbitrary we have that η vanishes nowhere.

The final statement comes from the fact that the top form bundle over M is:

Λn(T ∗M) =
∐
p∈M

Λn(T ∗pM),

hence since Λn(T ∗pM) is a one dimensional vector space, we must show that Λn(T ∗M) ∼= M × R.
If there exists a nowhere vanishing top form ω, then every η ∈ Λn(T ∗M), can be written as
aωp ∈ Λn(T ∗M) for some p ∈ P and a ∈ R; η is only the zero top form if a = 0. Thus we construct
an isomorphism α : Λn(T ∗M)→M × R by:

α : (p, aωp) 7−→ (p, a)

with inverse given by:

α−1 : (p, a) 7−→ (p, aωp)

hence Λn(T ∗M) is trivial. If Λn(T ∗M) is trivial, then there exists an isomorphism α : Λn(T ∗M)→
M × R, thus for any (p, a) ∈M × R, we have that:

α−1(p, a) 6= (p, 0)

unless a = 0. Thus there must exist a nowhere vanishing top form, namely the one given by
ωp = α−1(p, 1). Therefore, we have that if the top form bundle is trivial, there exists a nowhere
vanishing top form, and thus M is orientable, and vice versa as desired.

We now see that differential forms are important for two reasons. First, a top form on an n
dimensional manifold gives us a scaled determinant function on each tangent space to M , and
can thus be thought of as providing us with a way to measure the volume of the parallepiped
spanned by n tangent vectors. Secondly, a non-vanishing top form encodes an orientation of each
tangent space to M , and can thus give us a signed volume of this parallepiped, depending on the
orientation of the vectors. These two facts are key to allowing us to define integrals on a general
orientable smooth manifold M , such that we are consistent with the case M = Rn. Now, let M
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be an oriented smooth manifold of dimension n, and let ω be an n form with compact support in
a single chart (U, φ). We can then integrate ω over n via:∫

M

ω = ±
∫
φ(U)

φ−1∗ω

where we have the plus sign for a positively oriented chart, and the minus sign for a negatively
oriented chart. Furthermore, let ω be an n form with compact support finitely covered by charts
{Ui}. The integral of ω over M is defined via a partition of unity subordinate to the aforementioned
charts in the following way: ∫

M

ω =
∑
i

∫
M

ψiω

It can be shown that both integrals do not depend on choice of chart, open cover, or partition of
unity. We now list some properties of the integral of an n form on M :
Theorem 1.1.5. Suppose M and N are oriented smooth n manifolds, and ω, η are compactly
supported n forms on M , then the following properties hold:
a) If a, b ∈ R then: ∫

M

aω + bη = a

∫
M

ω + b

∫
M

η

b) If −M denotes M with the opposite orientation then:∫
−M

ω = −
∫
M

ω

c) If ω is a positively oriented orientation form, then:∫
M

ω > 0

d) If F+ : N →M is an orientation preserving diffeomorphism and F− is a orientation revers-
ing diffeomorphism then: ∫

M

ω = ±
∫
M

F±∗ω

The proceeding definitions of the integral of a top form over a smooth manifold M are in
general very difficult to actually carry out computation wise. Indeed, the extra factor due to the
partition of unity often will cause trouble when calculating an integral. Instead, it is usually easier
to integrate using a parameterization of M , that leaves out sets of measure zero4, such as the half
arc of the great circle that is not covered by the angle parameterization of S2. We describe this
methodology in the following theorem, which we state without proof:
Theorem 1.1.6. Let M be an oriented smooth manifold of dimension n, and ω a compactly
supported top form on M . Suppose D1, . . . , Dk are open domains of integration in Rn, and for
i = 1, . . . , k, we have smooth maps Fi = D̄i →M , where D̄i is the closure of Di, satisfying:
a) Fi restricts to an orientation preserving diffeomorphism from Di onto an open subset Wi ⊂M
b) Wi ∩Wj = ∅ for i 6= j

c) supp ω ⊂ W̄1 ∪ · · · ∪ W̄k

then: ∫
M

ω =
k∑
i=1

∫
Di

F ∗i ω

4We define sets of measure zero on a smooth manifold M of dimension n, as sets that are covered by a smooth
chart which restricts to some subset of Rn that has n dimensional Lebesgue measure zero in Rn.
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We now turn to an example:
Example 1.1.15. Let S2, oriented by the boundary of B̄3, be parameterized by the orientation
preserving map φ−1 : R2 → S2 r (0, 0, 1):

φ−1(u, v) =
(

2u
1 + u2 + v2 ,

2v
1 + u2 + v2 ,

u2 + v2 − 1
1 + u2 + v2

)
The singleton set (0, 0, 1) is clearly of measure zero in S2, thus we may apply Theorem 1.1.6 for
the following 2-form. Let ω be the two form on R3 defined by:

ω = xdy ∧ dz + ydz ∧ dx+ zdx ∧ dy

then we have that:

φ−1∗(xdy ∧ dz) =16(u2 + u2v2 + u4)
(1 + u2 + v2)5 du ∧ dv

φ−1∗(ydx ∧ dz) =16(v2 + u2v2 + v4)
(1 + u2 + v2)5 du ∧ dv

φ−1∗(zdx ∧ dy) =4(1− u2 − v2)
(1 + u2 + v2)4 du ∧ dv

An algebraic manipulation then shows that:

φ−1∗(ω) = 4
(1 + u2 + v2)2 du ∧ dv

hence, we obtain the improper integral:∫
S2
ω =

∫
R2

4
(1 + u2 + v2)2 du ∧ dv

=
∫ ∞

0

∫ ∞
0

4
(1 + u2 + v2)2 dudv

The substitution given by u = r cos θ, v = r sin θ gives:∫
S2
ω =

∫ 2π

0

∫ ∞
0

4
(1 + r2)2 rdrdθ (1.1.21)

Again, applying a substitution w = 1 + r2, we obtain that dw = 2rdr, thus (1.1.21) becomes:∫
S2
ω =

∫ 2π

0

∫ ∞
1

2
w2 dwdθ

=4π
∫ ∞

1

2
w2 dw

=− 4π
[

1
w

] ∣∣∣∣∣
∞

1

=4π

We shall see later that ω actually corresponds to a canonical volume form on S2 given by the
Riemannian metric induced on S2 by restricting the Euclidean metric to S2, thus this result is not
coincidental.

We now turn to a highly important theorem in smooth manifold theory, that is Stokes’ the-
orem on manifolds. Before though, we must briefly touch on what a smooth manifold with
boundary is, which we define below:
Definition 1.1.26. Let M be a topological space; if M is:
a) M is second countable
b) M is Hausdorff
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c) M is locally homeomorphic to open sets of Rn or the closed upper half plane Hn defined as
the set:

Hn{(x1, . . . , xn) ∈ Rn : xn ≥ 0}

then M is a topological manifold with boundary of dimension n. If M can be equipped with
a maximal smooth atlas then M is a smooth manifold with boundary of dimension n.

Many of the previous results discussed on smooth manifolds carry over to smooth manifolds
with boundary, but not all. For instance, the product of two smooth manifolds with boundary is
not a smooth manifold with boundary, and Proposition 1.1.13 only holds when M is without
boundary, or dimM > 1. The boundary of M , denoted ∂M , is the set of all points p ∈ M , such
that there exists a coordinate chart (U, φ) containing p which satisfies:

φ(p) = (x1, . . . , xn−1, 0)

The interior of M , is the set of all points contained in a coordinate chart such that φ(U) is open
in Rn. One can show that these two sets are disjoint though we omit the proof of this fact. It
should be clear that if M is a smooth manifold without boundary then ∂M = ∅. For an in depth
discussion on smooth manifolds with boundary, we refer the reader to Lee’s Smooth Manifolds.
We now state, without proof, Stoke’s theorem on manifolds:
Theorem 1.1.7. If M is an orientable smooth manifold with boundary, and ω is an n − 1 form
with compact support on M , then: ∫

M

dω =
∫
∂M

ω

One should check that ∂M inherits an orientation from M if M is orientable, however we omit
this proof, largely because outside of Example 1.1.16, we will only apply Stoke’s theorem to
manifolds with empty boundary. In fact, will not use Stokes theorem again until chapter 3, where
we exploit the fact that if M is a smooth manifold without boundary, and ω ∈ Ωn−1(M) then:∫

M

dω =
∫
∅
ω = 0

We also note that the major integration theorems in vector calculus: divergence theorem , Stoke’s
theorem, and Green’s theorem, can all be shown to be consequence of Stoke’s theorem on manifolds,
via the isomorphisms given in Example 1.1.14 f. We end with the following example:
Example 1.1.16. Let M be the closed unit disc in R2, and let ω be the two form defined by:

ω = dx ∧ dy = −d(ydx) = d(η)

Then by Stoke’s theorem on manifolds: ∫
M

ω =
∫
∂M

η

=
∫
S1
η

Applying Theorem 1.1.6 with the orientation preserving map φ−1(θ) = (cos θ, sin θ) we have
that: ∫

M

ω =
∫ 2π

0
sin2 θdθ

=π

1.1.4 The Lie Derivative
Suppose M is a smooth manifold, and I an interval, i.e. a connected open subset of R. A smooth
map, γ : J →M , is called a smooth curve on M . In a coordinate chart we write:

γ(t) = (x1(t), . . . , xn(t))
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where x1, . . . , xn are coordinates on M . The velocity vector at t = t0, γ′(t0), defined by:

Dt0γ(1) = (ẋ1(t0), . . . , ẋn(t0))

is an element of Tγ(t0)M .
Example 1.1.17. Let M = R2, and γ : (0, 2π)→ R2 be the curve defined:

γ(t) = (cos t, sin t)

Then we have that:

γ′(t) = (− sin t, cos t)

and the velocity vector at t = π is given by:

γ′(π) = (0,−1)

Example 1.1.18. Let M = S2, and γ : (0, π) → S2 be the curve given in the (θ, φ) coordinates
by:

γ(t) = (θ(t), φ(t)) = (2t, t2)

Then:

γ′(t) = (2, 2t)

and the velocity vector at t0 = π/4 is given by:

γ′(t0) = (2, π/2) = 2 ∂
∂θ

∣∣∣∣∣
(π/2,π2/16)

+ π

2
∂

∂φ

∣∣∣∣∣
(π/2,π2/16)

From Example 1.1.7, in R3 this vector is in the tangent space at the point:

p =
(

cos π
2

16 , sin
π2

16 , 0
)

which lies on the equator of S2. Furthermore, this vector is given by:

γ′(t0) = −π2 sin π
2

16
∂

∂x

∣∣∣∣∣
p

+ π

2 cos π
2

16
∂

∂y

∣∣∣∣∣
p

− 2 ∂
∂z

∣∣∣∣∣
p

Using smooth curves we can calculate the differential of a smooth map in an extraordinarily
convenient way. Let M and N be smooth manifolds, and F a smooth map between them. Fur-
thermore, let γ(t) be a smooth curve on M , starting at p, with velocity vector v at p. Then the
differential of F is given by:

DpF (γ′(0)) = D0(F ◦ γ)(1) = lim
t→0

d

dt
F (γ(t)) (1.1.22)

We will employ (1.1.22) when we discuss finding the Lie algebra to a Lie group.
Definition 1.1.27. If X is a vector field on M , an integral curve of X is a smooth curve
γ : I →M such that for all points t ∈ I we have:

γ′(t) = Xγ(t)

If 0 ∈ I, then γ(0) is the starting point of γγγ.
Example 1.1.19. Let M = R2, and X be the vector field given in standard coordinates by:

X = x
∂

∂x
+ y

∂

∂y
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Let γ : R→ R2 be the curve given by:

γ(t) = (x(t), y(t))

then for γ to be an integral curve of X, we necessitate that:

x′(t) =x(t)
y′(t) =y(t)

which has solutions:

x(t) =aet

y(t) =cet

for a, b, c, d ∈ R.
In principal, finding integral curves for some vector field X is equivalent to solving a system

of ordinary differential equations in some smooth chart. Using the existence, uniqueness, and
smoothness theorems of ODE’s one can prove a great variety of properties regarding integral
curves, such as:
Proposition 1.1.14. Let V be a smooth vector on a smooth manifold M . For each point p ∈M ,
there exist ε > 0 and a smooth curve γ(−ε, ε)→M that is an integral curve of V starting at p

Furthermore we have the following lemma:
Lemma 1.1.4. Let V be a smooth vector field on a smooth manifold M , let I ⊂ R be an interval
and γ : I → M be an integral curve of V . For any s ∈ R, the curve γs : Is → M defined by
γs(t) = γ(t+ s) is also an integral curve of V , where Is = {t : t+ s ∈ I}

Proof. Let f ∈ C∞(M), and t0 ∈ Is, we then have that:

γ′s(t0)f = lim
t→t0

d

dt
(f ◦ γs)(t)

= lim
t→t0

d

dt
(f ◦ γ)(t+ s)

=(f ◦ γ)′(t0 + s)
=γ′(t0 + s)f
=Vγs(t0)f

hence γs is an integral curve as desired.

With Lemma 1.1.4 in mind, we move to look at the family of integral curves of a vector field
in a different manner. First, for a smooth manifold M , and a vector field X ∈ X(M), assume that
for each p ∈M , X has a unique integral curve starting at p, defined for all t ∈ R. We denote this
integral curve by θ(p) : R→M . Furthermore, for each t in R we can define the map θt : M →M ,
by:

θt(p) = θ(p)(t)

By Lemma 1.1.4, we have that t 7→ θ(p)(t+s) is also an integral curve of X, starting at q = θ(p)(s),
thus by the uniqueness assumption we also have θ(q)(t) = θ(p)(t+ s), hence:

θt ◦ θs(p) = θt+s(p)

Finally, we have that θ0(p) = θ(p)(0). We then define
Definition 1.1.28. Let M be a smooth manifold, then a smooth global flow on M is a smooth
map θ : R ×M satisfying:
a) θ(0, p) = p for all p ∈M
b) θ(t, θ(s, p)) = θ(t+ s, p) for all s, t ∈ R and p ∈M .

A smooth global flow is also an example of a smooth group action on M by the additive group
R.
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For a smooth global flow θ, it can be shown that the vector field X ∈ X defined pointwise by:

Xp = lim
t→0

d

dt
θ(t, p) := θ(p)′(0)

is indeed smooth a vector field, where the curve θ(p)(t) is an integral curve of X. We call such
a vector field the infinitesimal generator of θ. Via the assignment above, and some faith that
X is smooth, it is clear that smooth global flow has a smooth vector field as an infinitesimal
generator, however the converse need not be true; that is not every smooth vector field need be
the infinitesimal generator of a smooth global flow. To somewhat correct this sad fact of life, we
construct a local analogue to a smooth global flow in the following way:
Definition 1.1.29. Let D be an open subset of R ×M , such that for each p ∈M we have that:

D(p) = {t ∈ R : (t, p) ∈ D}

is an open interval in R. A smooth flow is then a smooth map θ : D →M that satisfies:
a) θ(0, p) = p for all p ∈M
b) θ(t, θ(s, p)) = θ(t+ s, p)

At times we refer to this a smooth local flow. We also define the set Mt to be:

Mt = {p ∈M : (t, p) ∈ D}

It can also be shown that every smooth local flow θ has a smooth vector field X as it’s infinites-
imal generator. We say a flow, or integral curve, is maximal if it can not be extended to any larger
open set containing D, or any larger open interval respectively. We state the following theorem
without proof:
Theorem 1.1.8. Let V be a smooth vector field on a smooth manifold M . There is a unique
smooth maximal flow θ : D → M whose infinitesimal generator is V . This flow has the following
properties:
a) For each p ∈M , the curve θ(p) : D(p) →M is the unique maximal integral curve of V starting

at p.
b) If s ∈ D(p), then D(θ(s,p)) is the interval D(p) − s = {t− s : t ∈ D(p)}
c) For each t ∈ R, the set Mt is open in M , and θt : Mt → M−t is a diffeomorphism with

inverse θ−t
Example 1.1.20. Following Example 1.1.19 we have, we have that the smooth global flow of
X is given by:

θ(t, x, y) =(xet, yet)

which is a globally defined smooth flow.
Example 1.1.21. Let M = S2, and let U be the open subset of S2 covered by the chart given
by the previously used angle parameterization. Let X be the smooth local vector field defined in
coordinates by:

X = ∂

∂θ

We can find the smooth flow of X by finding the family of integral curves of X near a point p. Let
γ be a smooth curve from I → S2, then for it to be an integral it must satisfy the following ODE’s
in coordinates:

θ′(t) = 1
φ′(t) = 0

Thus we have that:

γ(t) = (t+ a, b)
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where a, b is the starting point of the curve. We then have that the local flow is given by:

θ(t, θ, φ) = (θ + t, φ)

which is a family of integral curves that are arcs of a great circle going through the north pole,
though the flow does not extend to the north or south pole. We also see that:

D(θ,φ) = (0− θ, π − θ)

and that:

Mt = (0, π) × (0, 2π)

which is the open subset of the two sphere, in the angle coordinates, covered by the chart.
Using the guarantee that every vector field has a unique flow in some open subset D ⊂ R×M ,

we can push vector fields around an open neighborhood of some point p ∈M using the differential
of the flow. For example, let θ be the flow of some vector field X, and Y be an other vector field.
At the point p ∈M , and for some t ∈ D(p), we push W forward to θt(p) via:

Dp(θt) (Xp) (1.1.23)

If (1.1.23) is equal to Xθt(p) for general (t, p) ∈ D, then we say that Y is invariant under the flow of
X, however, this is not generally the case. Using (1.1.23) we can develop a way of differentiating
vector fields along one another:
Definition 1.1.30. Let X,Y ∈ X(M), and θ : D →M be the flow of X. Then the Lie Derivative
of Y along X at the point p, denoted (LXY )p, is given by:

(LXY )p = lim
t→0

d

dt
Dθt(p)θ−t(Yθt(p))

If LXY is identically zero on M0, we say that Y is invariant under the flow of X.
Let us quickly check that our two notions of commuting flows are equivalent. If (1.1.23) is equal

to Yθt(p) for all (t, p) ∈ D, then:

(LXY )p = lim
t→0

d

dt
Dθt(p)θ−t(Dpθt(Yp))

= lim
t→0

d

dt
Dp(θ−t ◦ θt)(Yp)

= lim
t→0

d

dt
DpIdM (Yp)

=0

hence Y is invariant under the flow of X according to our definition. Further, let f(t) : Dp → TpM
be the function defined by:

f(t) = Dθt(p)θ−t(Yθt(p))

then, since Dp is independent of the time derivative we have that:

f ′(t0) = lim
s→0

d

ds
f(t0 + s)

= lim
s→0

d

ds
Dθ−t0−s

(Yθs+t0 (p))

= lim
s→0

Dθ−t0(p)

d

ds
Dθ−s(p)(Yθs(θt0 (p)))

=Dθ−t0(p)(LXY )θt0 (p)

Now, assuming that LXY is identically zero on M0, we see that for all t ∈ Dp:

f ′(t) = 0
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and since f(0) = Yp, we have that f(t) = Yp, hence:

Dθt(p)θ−t(Yθt(p)) = Yp

Applying the inverse of Dθt(p)θ−t to both sides gives:

Yθt(p) = Dpθt(Yp)

thus our definition agrees with our original discussion.
Theorem 1.1.9. If M is a smooth manifold and X,Y ∈ X(M), then LXY = [X,Y ]

Proof. Let S(X) denote the support of X. We proceed by cases; first, if we show that (LXY )p =
[X,Y ]p for all of p in the interior of S(X), then the statement on the entirety of S(X) follows by
continuity. Let θ be the flow of X, and p ∈ int(S(X)), then for f ∈ C∞(M), we have:

lim
t→0

d

dt
f(θt(p)) = Xpf (1.1.24)

Furthermore, from the definition of a tangent vector applied to a function we have:

θ−t∗(Y )θt(p)(f ◦ θt)(p) =Dp(f ◦ θt)(θ−t∗Yθt(p))
=Dθt(p)(f ◦ θt ◦ θ−t)(Yθp)
=Dθt(p)(f)(Yθt(p))
=(Y f)(θt(p))

Differentiating both sides at t = 0, we see that from (1.1.24) the RHS is:

lim
t→0

d

dt
(Y f)(θt(p)) = (X(Y f))p

and that from the product rule, the LHS is:

lim
t→0

d

dt

(
θ−t∗(Y )θt(p)(f ◦ θt)(p)

)
= lim
t→0

[
d

dt

(
θ−t∗(Y )θt(p)

)
(f ◦ θt)(p) + θ−t∗(Y )θt(p)

d

dt
(f ◦ θt)(p)

]
=((LXY )f)p + (Y (Xf))p

hence:

(LXY f)p = (X(Y f))p − (Y (Xf))p = [X,Y ]pf

Thus on the interior of S(X) we have that the Lie derivative and the Lie bracket are equivalent,
and by continuity it must hold on the boundary as well, therefore for all p ∈ S(X), the two are
equivalent. Suppose now that p /∈ S(X), then X = 0 on a neighborhood of p, and the flow is just
the identity map for all t, hence the Lie derivative is zero. Furthermore, if Xp = 0 then the Lie
bracket is also clearly zero from our earlier discussion on vector fields. Hence for p /∈ S(X) we have
that the Lie bracket and the Lie derivative are continuous. Combining the two cases, we see that
for all p ∈M :

(LXY )p = [X,Y ]p

as desired.

From Theorem 1.1.9, it is clear that our earlier discussion of of vector fields being invariant
under the flow of another vector field leads to the following corollary:
Corollary 1.1.4. For a smooth manifold M , if X,Y ∈ X(M), then the following are equivalent:

• [X,Y ] = 0, i.e. X and Y are commuting vector fields.
• X is invariant under the flow of Y .
• Y is invariant under the flow of X.
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We now let T kM be the disjoint union:

T kM =
∐
p∈M

T (0,k)
p M

then T kM has the natural topology and structure of a smooth manifold, and much like ΛK(M)
is a vector bundle over M . Smooth sections of this bundle are then smooth tensor fields on M of
type (0, k), or covariant tensor fields. We end our discussion on the Lie derivative by generalizing
the Lie derivative to covariant tensor fields in the following way:
Definition 1.1.31. Let M be a smooth manifold, then for X ∈ X(M) with flow θ, and a smooth
covariant k tensor field A, the Lie derivative of A is given by:

(LXA)p = lim
t→0

d

dt
(θ∗tA)p

where for vector fields Y1, . . . , Yk ∈ X(M):

θ∗t (Aθt(p))(Y1p, . . . , Ykp) = Aθt(p)(Dpθt(Y1), . . . , DpθtYk)

If we define the pullback of a vector field by Y by θt as the pushforward by θ−t, we quickly
see that this definition is analogous to the previous one for vector fields. Furthermore, regarding
f ∈ C∞(M) as a covariant tensor with k = 0, we see that:

LX(f)p = lim
t→0

t
d

dt
θ∗t (f)

= lim
t→0

d

dt
f(θt(p))

=Xpf

This calculation leads us to our final proposition:
Proposition 1.1.15. Let M be a smooth manifold and X ∈ X(M). Suppose f ∈ C∞(M), and A
and B are smooth covariant k and l tensor fields respectively. Then the following are true:
a) LX(fA) = LX(f)A+ fLX(A)
b) LX(A⊗B) = (LXA)⊗B +A⊗ (LXB)
c) If Y1, . . . , Yk are smooth vector fields then:

LX(A)(Y 1, . . . , Y k) = LX(A(Y1, . . . Yk))−A(LXY1, . . . , Yk)− · · · −A(Y1, . . . ,LXYk)

Proof. We assume p is in the interior of S(X), then by continuity the following hold for all p ∈ S(X),
and for p /∈ S(X) our previous argument in Theroem 1.1.8 holds as well. For a) we see that:

LX(fA) = lim
t→0

d

dt
θ∗t (fAθt(p))

= lim
t→0

d

dt
((f ◦ θt)p · θ∗tAθt(p))

which by product rule becomes:

LX(fA)p = lim
t→0

[
d

dt
(f ◦ θt)pθ∗tAθt(p) + (f ◦ θt)p

d

dt
(θ∗tAθt(p))

]
=LX(f)Ap + fLX(A)p

We also have that b) follows by the limit definition of the derivative:

LX(A⊗B)p = lim
t→0

d

dt

(
θ∗tAθt(p) ⊗ θ

∗
tBθt(p)

)
= lim
t→0

θ∗tAθt(p) ⊗ θ∗tBθ(p) −Ap ⊗Bp
t

= lim
t→0

θ∗tAθt(p) ⊗ θ∗tBθ(p) − θ∗tAθt(p) ⊗B + θ∗tAθt(p) ⊗Bp −Ap ⊗Bp
t

= lim
t→0

[
(θ∗tAθt(p))⊗

(
θ ∗t Bθt(p) −Bp

t

)
+
(
θ∗t (Aθt(p))−Ap

t

)
⊗Bp

]
=(A⊗LXB)p + (LXA⊗B)p
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as desired. For c) we define the function C : T (k,k)M → R for A ∈ T kM and Y1, . . . , Yk ∈ X(M)
pointwise by:

[C(A⊗ Y1 ⊗ · · · ⊗ Yk)]p = A(Y1, . . . , Yk)p

Furthermore, with the pull back of Yj ∈ X(M) by θt defined by the pushforward as θ−t we have
that:

[θ∗tC(A⊗ Y1 ⊗ · · · ⊗ Yk)]p = C(θ∗tAθt(p) ⊗ θ−t∗Y1θt(p) ⊗ · · · ⊗ θ−t∗Ykθt(p))

By the linearity of the map C at the point p we have that:

d

dt
C(θ∗tAθt(p) ⊗ θ−t∗Y1θt(p) ⊗ · · ·⊗θ−t∗Ykθt(p)) =

C

(
d

dt

[
θ∗tAθt(p) ⊗ θ−t∗Y1θt(p) ⊗ · · · ⊗ θ−t∗Ykθt(p)

])
(1.1.25)

Taking the limit as t goes to 0, we obtain:

lim
t→0

d

dt
[θ∗tC(A⊗ Y1 ⊗ · · · ⊗ Yk)]p = LX(A(Y1, . . . , Yk))

hence, from applying a product rule like b)5 to (1.1.25) we obtain:

LX(A(Y1, . . . , Yk)) =LX(A)(Y1, . . . , Yk) +
k∑
i=1

A(Y1, . . . ,LX(Yi), . . . ,LX(Yk))

therefore:

LX(A)(Y 1, . . . , Y k) = LX(A(Y1, . . . Yk))−A(LXY1, . . . , Yk)− · · · −A(Y1, . . . ,LXYk)

as desired.

Before moving onwards we list two formulas, which can be easily verified in a coordinate chart,
for the the exterior derivative of a one form ω and two form β:

dω(X,Y ) =LX(ω(Y ))−LY (ω(X))− ω(LXY ) (1.1.26)
dβ(X,Y, Z) =LX(β(Y,Z)) + LY (β(Z,X)) + LZ(β(X,Y ))

− β(LXY,Z)− β(LY Z,X)− β(LZX,Y ) (1.1.27)

The components of the aforementioned forms can be found in coordinates by replacing the vector
fields X,Y, Z with coordinate vector fields.

1.1.5 (Pseudo)-Riemannian Metrics
A Riemannian metric is a smoothly varying inner product on each tangent space of a smooth
manifold M . More precisely:
Definition 1.1.32. Let M be a smooth manifold, and g be a global smooth section of T 2M =
T ∗M⊗T ∗M . Then if g is symmetric, nondegenerate, and positive definite, we call g a Riemannian
metric . Any smooth manifold M , with a Riemannian metric g, written as the ordered pair (M, g),
is a called a Riemannian manifold.

By nondegenerate, we mean that for all p ∈M and for all v ∈ TpM , there exists a w ∈ TpM such
that gp(v, w) 6= 0. An object of interest, particularly in General Relativity, is a mild generalization
of the Riemannian metric:
Definition 1.1.33. Let M be a smooth manifold, and g be a global smooth section of T 2M . Then
if g is symmetric, and nondegenerate, we call g a Pseudo-Riemannian metric . Any smooth
manifold M , with a pseudo-Riemannian metric g, written as the ordered pair (M, g) is a called a
Pseudo Riemannian manifold.

5The proof is essentially the same.
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Let M be n dimensional. Choosing a basis for TpM , we can make an orthonormal basis {ei}p
with respect to gp. In the Riemannian case, it is clear that:

g(ei, ej) = δij

However, in the pseudo-Riemannian case this no longer holds, as gp is not positive definite. Instead,
we have that the orthonormal basis splits into (e1, . . . , et) and (et+1, es+t), where (s+ t) = n, such
that:

gp(ei, ei) =− 1 ∀0 ≤ i ≤ t
gp(ej , ej) =1 ∀t+ 1 ≤ j ≤ s+ t

The signature of gp is the ordered pair (t, s), and determines how many basis vectors have nega-
tive ‘magnitude’, and how many have positive ‘magnitude’. More concretely, the signature of gp
determines the maximum dimension of a positive, or negative definite subspace. We now check
that this is well defined for any vector space with a symmetric non-degenerate, bilinear form.
Proposition 1.1.16. Let V be a R-linear vector space, and η a symmetric, non-degenerate bilinear
form on V . Then η has a well defined signature (t, s).

Proof. Let {ei} be the standard basis, and denote it’s dual basis by {ei} for V . We represent each
ei by the column vector:

ei =



0
...
1
...
0


Define the components ηij by:

ηij = η(ei, ej)

so that η can be written as:

η = ηije
i ⊗ ej

Clearly, as η is symmetric:

ηij = ηji

We see that for v = viei, and w = wjej :

η(v, w) = ηijv
iwj

The matrix:

A =

η11 · · · η1n
... . . . ...
ηn1 · · · ηnn


is then symmetric, and satisfies:

η(v, w) = vTAw

Since A is symmetric, and η is non-degenerate, A has an eigenbasis {ui}, such that each ui has
non zero eigenvalue λi ∈ R. In this eigenbasis, A is diagonal, i.e.:

Au =

λi · · · 0
... . . . ...
0 · · · λn
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We order this basis in such away that the first t elements down the diagonal are negative, and the
last s elements are positive, where s+ t = n. Furthermore, since A is symmetric, we have that:

A = PTAuP

where P is the linear map taking ei 7→ ui, i.e. P writes ui in the ei basis. Then:

η(ui, uj) =(Pei)TA(Pej)
=eTi (PTAP )ej
=eTi Auej
=λjδij

which is zero if i 6= j, hence the eigenbasis is orthogonal. Furthermore, we see that the new basis:

fi = 1√
|λi|

ui

is orthonormal, which in this case means η(fi, fj) = ±δij . We see that η restricted to the subspace
spanned by {f1, · · · , ft} is negative definite. Let W be any other negative definite subspace, and
P be the positive definite subspace spanned by {ft+1, · · · , fs}. Then P ∩W is the zero subspace,
hence dimW + s ≤ n, implying that dimW ≤ t. Similarly, if N is the negative definite subspace
spanned by {f1, . . . , ft}, and W is any positive definite subspace of V , then W ∩ N is the zero
subspace, hence dimW + t ≤ n, implying that dimW ≤ s. This implies the claim.

For reasons that will be clear in the General Relativity chapter, we characterize the following
classes of vectors:
Definition 1.1.34. Let (M, g) be a pseudo Riemannian manifold, and v ∈ TpM , then v is
light like if:

g(v, v) = 0

is space like if:

g(v, v) > 0

and is time like if:

g(v, v) < 0

Let (M, g) be a (pseudo)-Riemannian manifold with coordinates xi, then g can be written in
coordinates as:

g = gijdx
i ⊗ dxj

where gij = gji for all i, j. Let yl be another coordinate system, and recall that for

v = ∂

∂yk

we have:

v = ∂xj

∂yk
∂

∂xj

Furthermore, let:

w = ∂

∂yl
= ∂xi

∂yl
∂

∂xi

then:

g(v, w) = gij
∂xi

∂yl
∂xj

∂yk
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Thus, g takes the following form in the yl coordinate system:

g = gij
∂xi

∂yl
∂xj

∂yk
dyl ⊗ dyk (1.1.28)

We clearly see that (1.1.28) aligns with our coordinate transformation formula for one forms.
Furthermore, we see that for:

v = vi
∂

∂xi
w = wj

∂

∂xj

the inner product is given by:

g(v, w) = viwjgij

In the yi coordinate system we then obtain by the chain rule:

g(v, w) =viwj ∂y
l

∂xi
∂yk

∂xj
∂xm

∂yl
∂xn

∂yk
gmn

=viwjδmi δnj gmn
=viwjgij

so the inner product is independent of the coordinates chosen.
Example 1.1.22. Let M = Rn, we can put the standard Euclidean inner product on TxRn for all
x ∈ Rn. Since Rn is covered by a single chart with coordinates xi, we have that the Riemannian
metric corresponding to this assignment can be written in coordinates as:

g =δijdxi ⊗ dxj

Example 1.1.23. Let M = S2, and let (φ,U) be the chart that encodes the angle coordinates on
S2. Equipping R3 with the standard Euclidean metric:

g = dx⊗ dx+ dy ⊗ dy + dz ⊗ dz

we can restrict this metric to S2 via the pullback of g by φ−1. Indeed:

φ−1∗g =d(x ◦ φ−1)⊗ d(x ◦ φ−1) + d(y ◦ φ−1)⊗ d(y ◦ φ−1) + d(z ◦ φ−1)⊗ d(z ◦ φ−1)
=d(sin θ cosφ)⊗ d(sin θ cosφ) + d(sin θ sinφ)⊗ d(sin θ sinφ) + d(cos θ)⊗ d(cos θ)
= sin2 θdφ⊗ dφ+ dθ ⊗ dθ

This is the metric induced on S2 from the Euclidean metric on R3; it is often referred to as the
round metric, and can be extended globally to S2, by applying the same process to a set of charts
which cover the sphere. The corresponding coordinate representations of the metric will be related
on the overlap by (1.1.26).

For brevity, we will at times drop the ⊗ notation, and simply write:

g = gijdx
idxj

If the gij = 0 for all i 6= j, then we write:

g = gii(dxi)2

In this notation, the round metric for S2 can be written as:

g = sin2 θdφ2 + dθ2

Theorem 1.1.10. Every smooth n dimensional manifold M admits a Riemannian metric.
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Proof. Let {Ui, φi}i∈I be a locally finite countable covering of smooth charts for M . Furthermore,
let {ψi}i∈I a partition of unity subordinate to {Ui, φi}i∈I . We define a metric locally in coordinate
of each chart by:

hi = φ∗i g

where g is the standard Euclidean metric on Rn. Now consider the following global section of
T 2M :

gi =ψihi

Then the smooth section of T 2M determined by the sum:

gM =
∑
i∈I

gi

is also globally defined. Since each gi is symmetric, positive definite, and nondegenerate by con-
struction, and since for all p ∈ M ,

∑
i∈I ψi(p) = 1, we have that gM is also symmetric, positive

definite, and nondegenerate, hence gM is a Riemannian metric for M .

It is important to note that there actually exists an uncountable number of Riemannian metrics
on M , indeed by replacing gM with some fgM for some f ∈ C∞(M), such that f(p) > 0 for all
p ∈ M , we obtain a new Riemannian metric. Furthermore, it is not the case that every smooth
manifold M admits a pseudo-Riemannian metric, as our partition of unity argument will no longer
hold since each gi will not be positive definite; further, there are certain topological restrictions
which we will not delve into, but, as an example, S2 admits no pseudo-Riemannian metric.
Proposition 1.1.17. Let (M, g) be a smooth (pseudo)-Riemannian manifold. For each p ∈ M ,
there is a smooth orthonormal frame on a neighborhood of p.

Proof. Let p ∈ M be arbitrary, and let the chart (U, φ) contain p, with coordinates xi. There
exists a v1 in TpM such that:

g(v1, v1) 6= 0

otherwise g would be degenerate. We can write v ∈ TpM as:

v = vi
∂

∂xi

∣∣∣
p

Let f i1 be a a family of functions such that f i1(p) = vi, then we can create a local vector field V1
given by:

V1 = f i1
∂

∂xi

which, by continuity, satisfies:

g(V1, V1) 6= 0

for a neighborhood around p. Let W be the subspace of TpM defined by:

W = {u ∈ V : g(u, v) = 0}

Then there exists a v2 ∈W such that:

g(v2, v2) 6= 0

otherwise V would be degenerate. In a similar fashion, we construct a local vector field V2 such
that at the point p, V2 equals v2. Furthermore, by continuity, in an open neighborhood of p we
have that:

g(V2, V2) 6= 0
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Proceeding inductively n − 2 more times, we obtain a set of orthogonal vectors fields which span
each tangent space on a small enough open neighborhood of p, hence on such a neighborhood of p
we have the orthogonal frame {V1, . . . , Vn}. Defining Ei to be:

Ei = 1√
|g(Vi, Vi)|

Vi

we obtain an orthonormal frame {E1, . . . , En} on a neighborhood of p, as desired.

With Proposition 1.1.17 we can show the following:
Theorem 1.1.11. Let (M, g) be a connected pseudo Riemannian manifold. Then the signature
(t, s) of gp at TpM is the same for all p ∈M .

Proof. First, we note that since M is connected there is only one connected component, and in
particular M is path connected6. We now proceed by contradiction, suppose that the signature
of gp is not the same at all p ∈ M , then since M is connected we must have an open U ⊂ M
which contains a point p where the signature of gp is (t, s), and a point q where the signature is
(t + a, s − a), for some a ∈ Z, such that −t ≤ a ≤ s. Without loss of generality, we take a to be
equal to 1. Since g must vary smoothly from point to point, we have that p must be in an open
neighborhood of q and vice versa. By Proposition 1.1.17 there exists an orthonormal in an open
neighborhood V ⊂ U of p, and since p and q can be taken to be arbitrarily close to each other we
have that V must contain q as well. Then at p we have that:

gp(Et+1, Et+1) = 1

and at q:

gq(Et+1, Et+1) = −1

Let γ be a smooth curve such that γ(0) = p, and γ(1) = q. Let f ∈ C∞(V ) be defined by:

f(p) = gp(Et+1, Et+1)

Then:

(γ∗f)t = f(γ(t))

is a smooth function on I → R. However, since {Ei} is an orthornormal frame on V , f itself must
be constant, therefore we clearly have that f(γ(t)) is not continuous, and hence not smooth, since
there must be some c ∈ (0, 1) where:

lim
t→c−

f(γ(t)) = 1 6= −1 = lim
t→c+

f(γ(t)

Since γ is smooth by construction, and the composition of smooth maps is smooth, we must have
that g is not smooth at all p ∈ M , and therefore not a global smooth section of T 2M . This a
contradiction, hence the signature of g must be the same at all points in p.

Clearly if M is disconnected then we could have different signatures on each connected compo-
nent. In light of this, going forward we assume that either (M, g) is connected, or admits a pseudo
Riemannian metric which has consistent signature on each connected component.
Definition 1.1.35. Let (M, g) be a pseudo Riemannian manifold of dimension n. If the signature
of g is (n− 1, 1) or (1, n− 1), then (M, g) is called a Lorentzian Manifold.

We define the inverse of a (pseudo)-Riemannian metric g to be a symmetric, nondegenerate,
global smooth section of T (2,0)M , such that at each p ∈M :

g−1
p ygp = gpyg

−1
p = Id

where Id is the identity on TpM , or T ∗pM . The existence of such an inverse at each p is guaranteed
by the nondegeneracy of g. In coordinates xi, letting:

g = gijdx
i ⊗ dxj

6This comes fairly simply from the fact that M is locally Euclidean
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and:

g−1 = glk
∂

∂xl
⊗ ∂

∂xk

we see that:

g−1yg =glkgijdxi(∂xk)⊗ dxj ⊗ ∂xl
=glkgijδikdxj ⊗ ∂xl
=gligijdxj ⊗ ∂xl (1.1.29)

hence the component functions of (1.1.29) must satisfy:

gligij = δlj

We can now easily see in coordinates that the contraction of (1.1.27) with a one form ω, or a vector
v, returns the same one form, or the same vector, hence it is the identity map on both TpM and
T ∗pM . Motivated by this, we define a coordinate free isomorphism αp : TpM → T ∗pM as follows:

αp(v) =vygp = gp(v, ·) (1.1.30)
α−1
p (ω) =ωyg−1

p = g−1
p (ω, ·) (1.1.31)

where vy is another way of denoting contraction with v. Thus αp takes a vector v to the one form
λ that satisfies λ(w) = gp(v, w), for all w ∈ TpM , and α−1

p takes a one form ω to the vector u
that satisfies η(u) = g−1

p (η, ω) for all η ∈ T ∗pm. Furthermore, we note that α is injective as by the
nondegeneracy of g:

αp(v) = 0⇔ gp(v, w) = 0,∀w 6= 0 ∈ TpM ⇔ v = 0

Finally, from rank-nullity we see that αp must be an isomorphism TpM → T ∗M .
Proposition 1.1.18. Let (M, g) be a (pseudo)-Riemannian manifold. The metric g, induces a
bundle isomorphism TM → T ∗M . This isomorphism is commonly referred to as the musical
isomorphism.

Proof. Note that αp, as defined in (1.1.30) is a pointwise isomorphism TpM → T ∗pM , with inverse
given by α−1

p , as defined in (1.1.31). Thus we have that:

α(p, v) = αp(v)

is a bijection TM → T ∗M . All that is left then is to show that this map is smooth. Let X,Y ∈
X(M), then:

α(p,X)(Y ) = gp(X,Y ) (1.1.32)

Since α(p,X)(Y ) is linear over C∞(M) as a function of Y , and f(p) = gp(X,Y ) is a smooth
function on M , we have that α(p,X) must be a smooth section of T ∗M , i.e a differential one form.
Hence, α takes smooth sections to smooth sections and is thus a smooth map. Therefore, α(p, v)
is a smooth bijection with smooth inverse7, which is R-linear, and thus a bundle isomorphism.

In coordinates xi, we see that:

Xyg =gijdxi(X l∂xl)⊗ dxj

=gijXidxj

and that:

ωyg−1 =gijωldxl(∂xi)⊗ ∂xj
=gijωi∂xj

7This comes from the same argument



1.1. SMOOTH MANIFOLDS 51

Contracting the metric and its inverse with vector fields and one forms is commonly referred to as
lowering and raising indices, respectively.

On a Riemannian manifold (M, g) we can define the length of a smooth curve γ : I → M as
follows:

L(γ) =
∫
I

√
g (γ̇(t), γ̇(t))dt (1.1.33)

When M = Rn, (1.1.33) agrees with the usual formula for the length of a curve encountered in
multivariate calculus. Furthermore, in the (pseudo)-Riemannian case, we can calculate the ‘length’
of space like curves, or time like curves8 by taking the absolute value of g(γ̇, γ̇). Clearly, light like
curves have zero ‘length’.
Theorem 1.1.12. Let (M, g) be an oriented (pseudo) Riemannian n-manifold, then there exists
a unique smooth orientation form ωg ∈ Ωn(M), commonly referred to as a volume form that
satisfies:

ωg(E1, . . . , En) = 1 (1.1.34)

for every local oriented orthonormal frame (Ei) for M . In any oriented smooth coordinates, (xi),
the Riemannian volume form is given by:

ωg =
√
|det(g)|dx1 ∧ · · · ∧ dxn

where g has components of gijd in these coordinates.

Proof. We first note that as M is oriented, we have that there exists a nowhere vanishing top form
ω on M . Let (E1, . . . , En) be a local oriented orthonormal frame on an open set U ⊂ M , and
denote its dual frame by (E1, . . . , En). Then ω is given by:

ω = fE1 ∧ · · · ∧ En

Setting f = 1, we have that ωg is then uniquely determined by:

ωg = E1 ∧ · · · ∧ En (1.1.35)

since:

E1 ∧ · · · ∧ En (E1, . . . , En) = 1 = det(E1, . . . , En)

To prove existence, we define ωg in a neighborhood of each point by (1.1.35); we must show that
this definition is independent of choice of oriented orthonormal frame. Let (F1, . . . , Fn) be another
oriented orthonormal frame, with dual frame (F 1, . . . , Fn). In this frame we set:

ω̃g = F 1 ∧ · · · ∧ Fn

Let A be the matrix of functions such that:

Fi = AjiEj

Since A takes an oriented orthonormal basis to another oriented orthonormal basis, we have
det(A) = 1.

ωg(F1, . . . , Fn) = det
(
Aj1Ej , . . . , A

j
nEj

)
= det(A) det(E1, . . . , En)
=1 = ω̃g(F1, . . . , Fn)

Thus ωg = ω̃g, hence defining ωg with respect to some smooth oriented orthonormal frame gives a
global n form satisfying (1.1.31). Now let B be the smooth matrix of functions such that:

∂

∂xi
= BjiEj

8A space like curve is just a smooth curve γ : I → M such that g(γ̇, γ̇) > 0 for all t ∈ I, while a light curve is
one such that g(γ̇, γ̇) < 0 for all t ∈ I
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for some oriented coordinate frame. Then we see that:

ωg

(
∂

∂x1 , . . . ,
∂

∂xn

)
= det(B) det

(
∂

∂x1 , . . . ,
∂

∂xn

)
= det(B)dx1 ∧ · · · ∧ dxn

(
∂

∂x1 , . . . ,
∂

∂xn

)
However,

gij = g

(
∂

∂xi
,
∂

∂xj

)
=g(Bki Ek, BljEl)

=Bki Bljδkl
=Bki Bkj (1.1.36)

However, if the signature of g is (t, s), such that s+ t = n, we know that there is actually a minus
sign needed in (1.1.36) for 1 ≤ k ≤ t, hence (1.1.36) should be written as:

gij = −
t∑

k=1
Bki B

k
j +

s+t∑
k=t+1

Bki B
k
j (1.1.37)

This can further be reworked if we introduce a matrix η, with entries:

ηij =− δij ∀1 ≤ i, j ≤ t and ηij = δij ∀t+ 1 ≤ i, j ≤ s+ t

then (1.1.36) can be rewritten as:

gij =BliηlkBkj
⇒ g =BηBT

Therefore we have:

det(g) = det
(
BηBT

)
= det(B)2 det(η) = det(B)2(−1)t

B has positive determinant as it takes an oriented basis to an oriented basis, hence:

det(B) =
√
|det(g)|

Hence, in these coordinates, we obtain that:

ωg =
√
|det(g)|dx1 ∧ · · · ∧ dxn

as desired.

In the Riemannian case, the determinant of g is always positive, since it’s signature is (t, 0),
hence there is no need for the absolute value under the square root. Furthermore, when (M, g) is
a Lorentzian manifold, since the the determinant of g is always negative, we write:

ωg =
√
−det(g)

We end with three examples:
Example 1.1.24. Let M = R3, and let γ : I → R3 be a smooth curve. Further, let g be the
standard Euclidean metric:

g = δijdx
i ∧ dxj = (dx1)2 + (dx2)2 + (dx3)2

Note that γ can be written as:

γ(t) =
(
γ1(t), γ2(t), γ3(t)

)
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where each γi ∈ C∞(R). We can pull this metric back to the curve parameterized by γ in the
following way:

gγ =γ∗
(
(dx1)2 + (dx2)2 + (dx3)2)

=
(
d(x1 ◦ γ)

)2 +
(
d(x2 ◦ γ)

)2 +
(
d(x3 ◦ γ)

)2
=
(
γ̇1)2 dt2 +

(
γ̇2)2 dt2 +

(
γ̇3)2 dt2

The determinant of gγ is then:

det(gγ) =
(
γ̇1)2 +

(
γ̇2)2 +

(
γ̇3)2

Hence the volume form on γ is given in these coordinates by:

ωgγ =
√

(γ̇1)2 + (γ̇2)2 + (γ̇3)2
dt

Thus the arc length of this curve over some interval [a, b] ∈ I is given by:

L(γ) =
∫ b

a

√
(γ̇1)2 + (γ̇2)2 + (γ̇3)2

dt

Furthermore, for some f ∈ C∞(R3) we obtain the formula for the integral of a scalar function
along a curve, encountered in a standard multivariate calculus course:∫

γ

fdt =
∫
I

f

√
(γ̇1)2 + (γ̇2)2 + (γ̇3)2

dt

Example 1.1.25. Let M = R3 r0, again equipped with the standard Euclidean metric. We wish
to calculate the metric in spherical coordinates, that is under the identification:

x =r sin θ cosφ
y =r sin θ sin θ
z =r cos θ

for r ∈ (0,∞), θ ∈ [0, π], and φ ∈ [0, 2π]. We calculate term by term:

(d(r sin θ cosφ))2 = (sin θ cosφdr + r cos θ cosφdθ − r sin θ sinφdφ)2

(d(r sin θ sinφ))2 = (sin θ sinφdr + r cos θ sinφdθ + r sin θ cosφdφ)2

(d(r cos θ))2 = (cos θdr − r sin θdθ)2

Expanding each term, and adding them together, we find that all cross terms cancel, and we obtain:

g =
(
sin2 θ cos2 φ+ sin2 θ sin2 φ+ cos2 θ

)
dr2 + (r2 cos2 θ cos2 φ+ r2 cos2 θ sin2 φ+ r2 sin2 θ)dθ2

+(r2 sin2 θ sin2 φ+ r2 sin2 θ cos2 φ)dφ2

=dr2 + r2dθ2 + r2 sin2 θdφ2

hence the volume form in these coordinates is given by:

ωg = r2 sin θdr ∧ dθ ∧ dφ (1.1.38)

We see that (1.1.38) aligns with the volume element derived for integration in spherical coordinates,
commonly encountered in a multivariate calculus course, or an upper level physics course.
Example 1.1.26. Let M = S2, and g be the round metric encountered in Example 1.1.23.
Then:

g = dθ2 + sin2 θdφ2

in the standard angle coordinates, which we have encountered before. Thus, the volume form is
given by:

ωg = sin θdθ ∧ dφ



1.1. SMOOTH MANIFOLDS 54

We would like to check that this form corresponds to the ω encountered in Example 1.1.15.
Letting:

(x, y, z) = (sin θ cosφ, sin θ sin θ, cos θ)

We see that that:

ψ(x, y, z) =
(

arccos z√
x2 + y2 + z2

, arctan y
x

)

where the first entry is the θ coordinate, and the second is the φ coordinate. Pulling ωg back to
S2 ∈ R3, we calculate the following:

sin (θ) =

√
1− z2

x2 + y2 + z2 =
√

1− z2

Furthermore:

dθ = xz√
x2 + y2

dx+ yz√
x2 + y2

dy + −x
2 − y2√
x2 + y2

dz

and:

dφ = −y
x2 + y2 dx+ x

x2 + y2 dy

Note that:

x2 + y2 + z2 = 1⇒
√

1− z2 =
√
x2 + y2

hence:

sin θdθ = xzdx+ yzdy − (x2 + y2)dz

Therefore we see that:

sin θdθ ∧ dφ = x2z

x2 + y2 dx ∧ dy −
y2z

x2 + y2 dy ∧ dx+ ydz ∧ dx+ xdy ∧ dz

Grouping the first two terms via the relation dy ∧ dx = −dx ∧ dy, we see that:

sin θdθ ∧ dφ = zdx ∧ dy + ydz ∧ dx+ xdy ∧ dz

which is exactly the two form ω we encountered in Example 1.1.15, thus it is no coincidence
that: ∫

S2
ω = 4π
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1.2 Lie Theory and Representation Theory
In this chapter, we briefly delve into the field of Lie theory, a broad and interesting field of math-
ematics in it’s own right. We, however, limit ourselves to the topics necessary for understanding
the role that Lie theory plays in gauge theory. We first introduce Lie groups, which are ubiquitous
in theoretical physics, and, in our case, can be thought of as encoding smooth symmetries in our
field theories, i.e., as mentioned in the introduction, the action of these groups on fields leaves
the Lagrangian invariant. We then move on to discuss Lie algebras, and the Maurer Cartan form,
which will equip us with the tools to study the smooth manifold properties of Lie Groups. Finally,
and perhaps most importantly for our work in Gauge theory, we move on to quotient manifolds,
and the representation theory of Lie groups and algebras. Much of this section is drawn from the
text Hamilton’s Mathematical Gauge Theory, and many important theorems are presented without
proof. To the interested reader, we recommend the aforementioned text.

1.2.1 Lie Groups
We first recall the definition of a group:
Definition 1.2.1. A group is a set G, endowed with a multiplicative action · such that the
following axioms are satisfied:
a) G is closed under multiplication, i.e. ∀g, h ∈ G g · h ∈ G
b) G has an identity element e such that ∀g ∈ G e · g = g

c) Every element g ∈ G has an inverse g−1 ∈ G such that g−1 · g = e.
d) Multiplication is associative, i.e. ∀g, h, i ∈ G:

(g · h) · i = g · (h · i)

In general, groups arise naturally by looking for symmetry preserving actions on sets or objects.
For example, the dihedral groups arise by finding the rotations and reflections which leave a regular
n-gon invariant. If we want to look at smooth symmetries however, we must have some notion of
smoothness in addition to a group structure, motivating our next definition:
Definition 1.2.2. A Lie Group is a group, G, which is also a smooth manifold, such that the
map:

G×G −→ G

(g, h) 7−→ g · h−1

is smooth.
Equivalently, as the next lemma shows, we can check that the multiplication, and inversion are

smooth maps independently.
Lemma 1.2.1. A group G is a a Lie group if and only if it is at the same time a smooth manifold
so that both of the maps:

G×G −→ G

(g, h) 7−→ g · h
G −→ G

g 7−→ g−1

Proof. Suppose that multiplication and inversion are smooth maps, then their composition is a
smooth map, as the composition of any two maps is smooth, hence G is a Lie group by Definition
1.2.2.

Conversely, suppose that G is a Lie group, then the map:

G −→ G×G −→ G

g 7−→ (e, g) 7−→ e · g−1 = g−1
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is smooth, thus inversion is a smooth map. Furthermore, since inversion is smooth, the map:

G×G −→ G×G −→ G

(g, h) 7−→ (g, h−1) 7−→ g ·
(
h−1)−1 = g · h

is smooth, hence multiplication is a smooth map.

We would also like to discuss maps from Lie groups to other Lie groups which preserve the
group structure:
Definition 1.2.3. Let G and H be Lie groups, and φ : G → H a smooth map between them.
Then, φ is a Lie group homomorphism if for every g1, g2 ∈ G:

φ(g1 · g2) = φ(g1) · φ(g2)

With this definition, and the preceding lemma, we obtain the following corollary:
Corollary 1.2.1. Let G be a Lie group, then the maps Lg : G → G and Rg : G → G, which
denote left and right multiplication by a fixed element g ∈ G, are diffeomorphisms. Furthermore,
the inversion map is a diffeomorphism, and a Lie group isomorphism if and only if G is abelian.

Furthermore, we can construct new Lie groups out of given ones in the following way:
Proposition 1.2.1. Let G and H be Lie groups. Then the product smooth manifold G×H with
the direct product structure of a group is a Lie group, called the Product Lie group

Proof. With the product smooth structure note that inversion is smooth on G and H, so the map:

G×H −→ G×H

(g, h) 7−→ (g−1, h−1)

is also smooth. Furthermore, as multiplication is smooth in both G and H, the map:

(G×H) × (G×H) −→ G×H

(g1, h1, g2, h2) 7−→ (g1 · g2, h1 · h2)

is also smooth by the same argument as before. Thus, by Lemma 1.2.1, G × H is a Lie group,
as desired.

We now turn to our first example of a Lie group:
Example 1.2.1. Let GLn(R) be the set of linear transformation of Rn which are invertible, i.e.:

GLn(R) = {A ∈ Matn×n(R) : det(A) 6= 0}

This set has a multiplicative action given by ordinary matrix multiplication, and is further closed
under said multiplicative action as for A,B ∈ GLn(R) we have that:

det(A ·B) = det(A) · det(B) 6= 0

hence GLn(R) is closed under multiplication. Furthermore, the identity matrix, I, is in GLn(R)
as det(I) = 1, and each A has an inverse in GLn(R) as:

det
(
A−1) = 1

det(A) 6= 0

Finally, multiplication is associative since matrix multiplication is associative, so GLn(R) is indeed
a group.

Furthermore, Matn×n(R) is a vector space isomorphic to Rn2 hence a smooth manifold. As
the determinant map is a multilinear map, we have that det ∈ C∞(Matn×n(R)) smooth, and thus
continuous. We see that the inverse image, det−1(0), is a closed set in Matn×n(R), as {0} is closed
in R. Note that the complement is given by:

det−1(0)c = {A ∈ Matn×n(R) : det(A) 6= 0} = GLn(R)



1.2. LIE THEORY AND REPRESENTATION THEORY 57

so GLn(R) is a open subset of Matn×n(R), and hence an open submanifold of Matn×n(R).
We now have that GLn(R) is both a group and submanifold, so we now need only show that

multiplication and inversion are smooth maps. Multiplication by any two elements is a bilinear
map, and thus a smooth map Matn×n(R) × Matn×n(R) → Matn×n(R), so the restriction of
the multiplication map to GLn(R) × GLn(R) must be smooth as well. Furthermore, for A ∈
Matn×n(R), if the det(A) 6= 0, the coordinates of A−1 are rational functions of the coordinates of
A, which are smooth exactly when detA 6= 0, and undefined otherwise. This implies that inversion
is smooth on GLn(R), and hence GLn(R) is a Lie group by Definition 1.2.2.

The example above is the quintessential Lie group, and called the general linear group. In
fact, all of the Lie groups we will examine in this paper, save the Spin and Pin groups, will be
subgroups of the general linear group over some field, usually C or R. We will spend the remainder
of this subsection defining and examining common Lie groups, but first state the following theorem,
known as Cartan’s Closed Subgroup Theorem:
Theorem 1.2.1. Let G be a Lie group, and let H ⊂ G be a subgroup of G. Then H is an embedded
Lie subgroup of G if and only if H is closed in the topology of G.
Example 1.2.2. We examine the set:

SLn(R) = {A ∈ GLn(R) : det(A) = 1}

often referred to as the Special Linear Group, which is the set of linear transformations which
preserve the volume of the parallepiped spanned by n vectors in Rn. This is clearly a subgroup as
I ∈ SLn(R), SLn(R) is closed under matrix multiplication, and SLn(R) contains all it’s inverses.
Furthermore, this is easily seen to a Lie subgroup of GLn(R) by Theorem 1.2.1, however we
would also like to know the dimension of SLn(R). To do this we note that SLn(R) is the inverse
image the determinant map:

det : Matn×n → R

at 1, we will show that this is a regular value. Let γ be the curve going through the identity, such
that:

γ(t) = I + tX

for some X ∈ Tγ(0)Matn×n(R). As Matn×n(R) is the vector space isomorphic to Rn2 , we identify
it’s tangent space with Matn×n(R). Let X have eigenvalues λi, which may or may not be complex,
and may repeat, then we see that:

DI det(X) = lim
t→0

d

dt
det(I + tX)

= lim
t→0

d

dt

n∏
i=1

(1 + tλi)

= Tr(X)

Note that even though the eigenvalues may be complex, the trace is still real, as it must be equal
to the sum: ∑

Xii

which must be real, as our vector space is over R. Furthermore, if γ(t) is a curve in Matn×n(R),
such that γ̇(0) = X, and γ(0) = I, we see that:

DI (det ◦LA) (X) = lim
t→0

d

dt
det(Aγ(t))

= det(A) lim
t→0

d

dt
det(γ(t))

= det(A)De det(X)
= det(A) Tr(X)
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Furthermore, for A ∈ GLn(R), we have that:

DILA(X) = lim
t→0

d

dt
Aγ(t)

=AX ∈ TAMatn×n(R)

Combining these two facts we see that:

DA det(X) =DA det
(
AA−1X

)
=DI (det ◦LA) ◦DALA−1(X)
= det(A) Tr

(
A−1X

)
(1.2.1)

Suppose det(A) = 1, and X = xn−1A ∈ TAMatn×n(R) for any x ∈ R, then:

DA det(X) = Tr
(
xn−1A−1A

)
=x

Hence for any A ∈ SLn(R) we see that det is a smooth submersion, so 1 is a regular value and by
Theorem 1.1.1 SLn(R) is a closed submanifold of Matn×n(R) of dimension n2 − 1.
Example 1.2.3. Let O(n) be the set:

O(n) = {A ∈ GLn(R) : ∀v, w ∈ Rn, 〈Av,Aw〉 = 〈v, w〉}

where 〈·, ·〉 is the Euclidean inner product. This is often referred to as the Orthogonal Group,
and is the set of linear transformations which preserve the Euclidean inner product on Rn. Note
that:

〈v, w〉 = vTw

so:

〈Av,Aw〉 = 〈v, w〉 ⇒ vTATAw = vTw ⇒ ATA = I

Let F : Matn×n(R)→ Symn(R)9 be the map:

F (A) = ATA

which is clearly continuous. Then O(n) is the inverse image of {I}, and hence closed in GLn(R).
Furthermore, O(n) is a subgroup as for A,B ∈ O(n) we have that:

(AB)T (AB) = ATBTBA = ATA = I

so O(n) is closed under multiplication. We also have that O(n) contains it’s inverses as for A ∈
O(n), we have A−1 = AT , hence:

AAT = (AT )T = (I)T = I

Finally, O(n) clearly contains the identity, so O(n) is a closed subgroup of GLn(R), and thus an
embedded Lie subgroup by Theorem 1.2.1. To determine the dimension of O(n) we see that I is
actually a regular value of F . Let γ be a curve through GLn(R) such that γ(0) = A ∈ O(n), and
γ̇(0) = X ∈ TAGLn(R) ∼= Matn×n(R), then:

DAF (X) = lim
t→0

d

dt

(
γT γ

)
= lim
t→0

γ̇T γ + γT γ̇

=XTA+ATX

9Symn(R) is the vector space of symmetric matrices, which has dimension n(n+ 1)/2
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Then for B ∈ Symn(R) we see that X = 1
2AB gives:

DAF (X) =1
2(AB)TA+ 1

2A
TAB

=1
2B

T + 1
2B

=B

hence DAF is a surjection for all A ∈ F−1(I). Therefore, we see that by Theorem 1.1.1 O(n) is
a smooth sub manifold of dimension:

dimO(n) = n2 − n2 + n

2 = n2 − n
2

Additionally, we see by the Hein-Borell Theorem that O(n) is compact as for A ∈ O(n):

(ATA)ii =
n∑
j=1

(Aij)2 = 1

so we have that |Aij | < 1 for all 1 ≤ i, j ≤ n, hence O(n) is a closed and bounded subset of
Matn×n(R), and thus compact.
Example 1.2.4. For A ∈ O(n) we see that:

det
(
ATA

)
= det(A)2 = 1⇒ det(A) = ±1

so O(n) consists of two connected component, one corresponding to elements of O(n) satisfying
det(A) = −1 and another corresponding to elements of O(n) satisfying det(A) = 1. Note that the
connected component of O(n) corresponding to det(A) = −1 cannot be a group, as it does not
contain the identity, however, we see that the set:

SO(n) = {A ∈ O(n) : det(A) = 1}

is clearly a subgroup of O(n). Furthermore, we see that under the map:

det : O(n)→ {−1, 1}

SO(n) is the inverse image of 1, and hence closed in O(n) as det is continuous. So, by Theorem
1.2.1, SO(n) is an embedded Lie subgroup of O(n). In particular, SO(n) is thought of the group
of orthogonal transformations which preserve the orientation of Rn, and is often called the Special
Orthogonal Group. We also see that the complement of SO(n) in O(n) is the other connected
component of O(n), which is closed in O(n) as the inverse image of −1 under the determinant
map. This implies that SO(n) is also open in O(n), and thus an open submanifold of O(n), so we
obtain dimSO(n) = dimO(n). Finally, since SO(n) is closed in O(n), and O(n) is compact, we
also have that SO(n) is compact.
Example 1.2.5. Recall from our earlier work on pseudo-Riemannian metrics that we can define
a symmetric indefinite, non-degenerate bilinear form of signature (t, s) on Rn. For the standard
basis {ei} of Rn, we define such a form η as:

η(ei, ej) =− δij for 1 ≤ i, j ≤ t
η(ei, ej) =δij for t+ 1 ≤ i, j ≤ s+ t

The set:

O(t, s) = {A ∈ GLn(R) : ∀v, w ∈ Rn, η (Av,Aw) = η(v, w)}

referred to as the Pseudo-Orthogonal Group is then a subgroup of GLn(R). We see this by
first defining a matrix η as:

η =
(
−It 0
0 Is

)
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where It is the identity on the subspace spanned by the first t basis vectors, and Is is the identity
on the subspace spanned by complimentary set of basis vectors complimentary to t. Then, in the
standard basis:

η(v, w) =vT ηw

so:

η(Av,Aw) = vTAT ηAw = vT ηw ⇒ AT ηA = η

The set clearly contains the identity matrix. Further, it is then closed under multiplication, as for
A,B ∈ O(t, s) we have:

(AB)T η(AB) = BTAT ηAB = BT ηB = η

Also, O(t, s) contains it’s inverses, since η ∈ O(t, s) as:

ηT ηη = η3 = η

so for A ∈ O(t, s):

ηAT ηA = η2 = I

so A−1 = ηAT η. Now examine the map:

F : GLn(R) −→ Symn(R)
A 7−→ AT ηA

then F−1(η) is closed in GLn(R), so by Theorem 1.2.1 O(t, s) is an embedded Lie subgroup of
GLn(R). The differential of this map is:

DAF (X) = XT ηA+AT ηX

For any B ∈ SyMn(R), and any A ∈ O(t, s), we see that for X = 1
2AηB ∈ TAGLn(R):

DAF (X) =1
2B

T ηAT ηA+ 1
2A

T ηAηB

=1
2B

T η2 + 1
2Bη

2

=B

So η is a regular value of F , implying that:

dimO(t, s) = dimO(n)

where n = s+ t. It is important to note that unless s = 0 or t = 0, O(t, s) is not compact.
Before moving on to our final example, we must briefly discuss the notion of time orientability.

Let V = Rn, and η be a symmetric, indefinite, non-degenerate, bilinear form on V of signature
(t, s). We see that V splits into two vector subspaces:

V− = Rt = span{e1, . . . , et} and V+ = Rs = span{et+1, · · · , et+s}

Clearly, η is negative definite on V− and positive definite on V+. Let π denote the projection map:

π : V → V−

and let W ⊂ V , be any maximally negative definite vector subspace. Then, by rank nullity, we
have that the restriction of π to W :

π|W : W → V−

is a vector space isomorphism. If we fix an orientation on V−, then there exists a unique orientation
on W such that π|W is an orientation preserving isomorphism. Furthermore, we see that if A ∈
O(t, s), the image of the map:

A|W : W → A(W )

is also a maximally negative definite subspace of V , as A restricted to any subspace is an isomor-
phism of vector subspaces, and A preserves η, so every vector in the image of A is also negative
definite. We employ the following definition:
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Definition 1.2.4. Let A ∈ O(t, s), then A has time orientability +1 if:

A|V− : V− → A(V−)

preserves the orientation of V−, and −1 otherwise.
With this definition at hand, we wish to prove the following lemma:

Lemma 1.2.2. Let W be an arbitrary maximally negative definite subspace of V , and A ∈ O(t, s).
A has time orientability +1 if and only if:

A|W : W → A(W )

preserves orientation with the orientation on W and A(W ) determined by the projection π.

Proof. Given that π|W is an isomorphism W → V−, we can find a unique basis for W , {wi} such
that:

wi = ei + vi

for vi ∈ V+, and i ∈ {1, . . . , t}. Since W is a negative definite subspace, for any non zero w = aiwi,
we have:

η(w,w) =
t∑
i=1
−a2

i + a2
i η(vi, vi) < 0

We construct a family of maximally negative definite subspaces, parameterized by τ ∈ [0, 1], as
follows:

Wτ = {e1 + τvi, . . . , et + τvt}

We see that W0 = V−, and W1 = W , and that for any τ ∈ [0, 1], any non zero vector wτ =
ai(ei + τvi) satisfies:

η(wτ , wτ ) =
t∑
i=1
−a2

i + τ2a2
i η(vi, vi) ≤

t∑
i=1
−a2

i + a2
i η(vi, vi) < 0

so Wτ is indeed negative definite. We also define the linear transformation Aτ by:

Aτ = A|Wτ

Since A restricted to any subspace is an isomorphism of subspaces, and π restricted to any max-
imally negative definite subspace is an isomorphism, we can write the following commutative
diagram:

Wτ Aτ (Wτ )

V− V−

π π

Aτ

Bτ

where Bτ is a continuous curve in GLt(R) given by the composition of isomorphisms:

Bτ =π|Aτ (Wτ ) ◦Aτ ◦ (π|Wτ
)−1 (1.2.2)

We see that if A has time orientability +1, then A0 : V− → V− is an orientation preserving isomor-
phism, so, by (1.2.2), B0 is also an orientation preserving isomorphism, implying that det(B0) > 0.
We define a function:

γ(τ) : [0, 1] −→ R
τ 7−→ det(Bτ )
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Since det is a continuous function, and Bτ is a continuous curve, we see that γ(τ) is also a
continuous function. Suppose then that at some point τ0 we have γ(τ0) < 0, by the intermediate
value theorem this implies that there exists a c ∈ (0, τ0) such that:

γ(c) = 0⇒ det(Bc) = 0

but Bτ ∈ GLt(R) for all τ ∈ [0, 1], so no such τ0 can exist. Thus, for all τ ∈ [0, 1] we see that
det(Bτ ) > 0, so A1 must be an orientation preserving isomorphism W → A(W ).

For the other direction, assume that A|W is an orientation preserving isomorphism W → A(W ).
By an argument similar to the one above, we then have that B1 is an orientation preserving
isomorphism. By the continuity of γ, B0 is then also an orientation preserving isomorphism, thus
A0 : V− → A(V−) also preserves the orientation of V−, which completes the proof.

Importantly, Lemma 1.2.2 gives us the following proposition:
Proposition 1.2.2. Suppose A,B ∈ O(t, s) both have time orientability +1, then AB and A−1

also have time orientability +1. Furthermore, if A is written as the block matrix:

A =
(
A11 A12
A21 A22

)
(1.2.3)

then A is time orientable if and only if det(A11) > 0.

Proof. Let W = A(V−), then A−1 is an orientation preserving isomorphism from W → A−1(W ) =
V−, where W is a maximally negative definite subspace of V , then by Lemma 1.2.2, A−1 has
time orientability 1.

Let W = B(V−), then we see that AB is the composition:

AB : V− W A(W )
B|V− A|W

Since A has time orientability +1, by Lemma 1.2.2, A|W is an orientation preserving isomorphism,
so AB is an orientation preserving isomorphism, and thus has time orientability +1.

Suppose A has time orientability +1, then the define the linear map F : V− → V− by F =
π|A(V−) ◦A|V− . We see that F is given by:

F = A11

where A11 is the first block in (1.2.3), and since it must preserve the orientation of V− by con-
struction, we see that det(A11) > 0. If det(A11) > 0, then we have that π|A(V−) ◦A|V− : V− → V−,
is an orientation preserving isomorphism. So, since π|A(V−) is an orientation preserving isomor-
phism, A|V− : V− → A(V−) must also be an orientation preserving isomorphism, hence A has time
orientability +1.

With Proposition 1.2.2, we are now in a position to move on to our penultimate example of
the section.
Example 1.2.6. We write A ∈ O(t, s) as the block matrix:

A =
(
A11 A12
A21 A22

)
where A11 ∈ Matt×t(R), A22 ∈ Ms×s(R), A21 ∈ Mats×t(R) and A12 ∈ Matt×s(R). Proposition
1.2.2 then implies that the set:

O+(t, s) = {A ∈ O(t, s) : det(A11) > 0}

is a subgroup of O(t, s). Since det
(
π|A(V−) ◦A|V−

)
is continuous, we see that O+(t, s) is open in

O(t, s), and thus an open submanifold of O(t, s), implying that O+(t, s) is Lie subgroup of O(t, s).
Since O+(t, s) preserves the orientation of any subspace of time like vectors of Rn, we call this
group the Orthochronus Pseudo Orthogonal Group.
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We also have the Special Pseudo Orthogonal Group, given by:

SO(t, s) = {A ∈ O(t, s) : det(A) = 1}

and the Proper Orthochronus Group:

SO+(t, s) = {A ∈ O(t, s) : det(A) = 1,det(A11) > 0}

which can both be shown to be Lie subgroups of O(t, s) via our previous arguments. None of
these groups are compact, and all have dimension equal to dimO(t, s). Finally, one can also verify
directly that O(t, s) has four connected components, and, by the use of homogenous spaces, that
SO+(t, s) is the connected component of the identity.
Example 1.2.7. For the vector space Cn, equipped with the standard Hermitian norm, we can
generalize Example 1.2.3 and Example 1.2.4 with the following Lie groups:

U(n) ={A ∈ GLn(C) : A†A = I}
SU(n) ={A ∈ U(n) : det(A) = 1}

where A† denotes the Hermitian transpose of A, obtained by taking the complex conjugate of the
entries A, and then applying the transpose operation. U(n) is called the Unitary Group, and
SU(n) is called the Special Unitary Group. It is easy to verify that U(1) ∼= S1 and SU(2) ∼= S3.

It turns out the definition of a Lie group is redundant. Indeed if multiplication is smooth then
inversion is smooth, as the next lemma shows.
Lemma 1.2.3. Let G be a group which is at the same time a smooth manifolds such that the
multiplication map:

µ : G×G −→ G

(g, h) 7−→ gh

is smooth. Then, the inversion map:

i : G −→ G

g 7−→ g−1

is smooth.

Proof. Let γ : I → G be a smooth curve such that γ(0) = h and γ̇(0) = X ∈ ThG, then:

DhLg(X) = lim
t→0

d

dt
Lg(γ(t))

= lim
t→0

g · d
dt
γ(t)

=g ·X

Note that the final line is a mild abuse of notation, and is really a stand in for DhLg(X). In
the case where the Lie group is is a matrix Lie group, then, as will show, tangent vectors are also
matrices, and the final line truly is multiplication. For right multiplication we have a similar result:

DhRg(X) = X · g

We now show that µ is a submersion. Let (g, h) ∈ G×G, and let γ1, γ2 : I → G be smooth curves
such that γ1(0) = g, γ2(0) = h, γ̇1(0) = X ∈ TgG, and γ̇2(0) = Y ∈ ThG. We see that:

D(g,h)µ(X,Y ) = lim
t→0

d

dt
(γ1(t)γ2(t))

= lim
t→0

(
d

dt
(γ1(t))γ2(t) + γ1(t) d

dt
(γ2(t))

)
=X · h+ g · Y
=DgRh(X) +DhLg(Y )
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We note that the map Lg and Rg are a diffeomorphisms, as they are smooth and have smooth
inverses given by Lg−1 and Rg−1 respectively. Let Z ∈ TghG, then since Lg is a diffeomorphism,
there exists an Y ∈ TgG such that DhLg(Y ) = Z. It follows that:

D(g,h)µ(0, Y ) = Z ∈ TghZ

Since (g, h) ∈ G×G, and Z ∈ TghG were arbitrarily, we have that µ is a submersion by Definition
1.1.7.

By Theorem 1.1.1 we have that the set:

µ−1(e) = {(g, g−1) ∈ G×G}

is an embedded submanifold of G×G of dimension dimµ−1(e) = dimG. Let f be the embedding
µ−1(e)→ G×G, and πi the projection on the to ith copy of G in G×G. Furthermore, let φ be
the map:

φ : G −→ µ−1(e)
g 7−→ (g, g−1)

We want to show that φ is smooth. First note that the composition π1 ◦ f : µ−1(e)→ G is smooth
and satisfies:

π1 ◦ f(g, g−1) = g

It is also clearly a bijection, we want to show this map is a diffeomorphism. By Proposition
1.1.2, we need only show that Dp(π1 ◦ f) an isomorphism for all p ∈ µ−1(e). By rank nullity, we
need only show the map is injective. Note that for any p ∈ µ−1(e), we have that:

µ(g, g−1) = e

Let γ : I → µ−1(e) be some smooth curve in µ−1(e) ⊂ G×G, satisfying γ(0) = p , and γ̇(0) = X ∈
Tpµ

−1(e). The differential of the embedding is injective, thusDpf(X) 6= (0, 0) for allX ∈ Tpµ−1(e),
and Tf(p)(G×G) ∼= Tpµ

−1(e). Furthermore, we have that µ ◦ f(p) = e for all p ∈ µ−1(e), so:

Dp(µ ◦ f)(X) = 0

hence Dpf(X) ∈ kerDf(p)µ, implying that Tf(p)(G×G) ⊂ kerDf(p)µ. However, by rank nullity:

2 dimG = dimG+ dim kerDf(p)µ =⇒ dim kerDf(p) = dimG

hence Tf(p)(G×G) = kerDf(p)µ ∼= Tpµ
−1(e). Let Dpf(X) = (Y,Z), then, if f(p) = (g, g−1):

D(g,g−1)(Y, Z) = DgRg−1(Y ) +Dg−1Lg(Z) = 0

Note that if Y is zero, then we must have that Z is zero as well, and vice versa, as both maps are
isomorphisms. Thus, we must have that:

Dpf(X) 6= (0, Z)or(Y, 0)

This implies that:

Dp(π1 ◦ f)(X) = 0

only when X is zero, hence Dp(π1circf) is injective, implying π1 ◦ f is a diffeomorphism. However
for all (g, g−1) ∈ µ−1:

φ ◦ (π1 ◦ f)(g, g−1) = φ(g) = (g, g−1)

while:

(π1 ◦ f) ◦ φ(g) = (π1 ◦ f)(g, g−1) = g

so φ is the inverse of π1 ◦ f , and thus must be smooth. It follows that the inversion map i is the
composition of smooth maps:

i = π2 ◦ φ

and thus smooth as desired.
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1.2.2 Lie Algebras
Let G be a Lie group, then since G is a smooth manifold, by Proposition 1.1.8, X(G) is a Lie
algebra over R. In this section we wish to study a specific Lie subalgebra of X(G), which we will
call the Lie algebra of G. As we shall shortly, this Lie subalgebra will be isomorphic to the tangent
space of G at the identity. We begin with the following definition:
Definition 1.2.5. Let G be a Lie group. A vector field X ∈ X(G) is called left invariant if for
all g ∈ G:

Lg∗X = X

The preceding definition implies that a left invariant vector field X transforms pointwise by:

Lg∗(Xh) = Xgh (1.2.4)

We need the following proposition:
Proposition 1.2.3. The set:

g = {X ∈ X(G) : ∀g ∈ G, Lg∗X = X}

is a Lie subalgebra of X(G).

Proof. Let X and Y be left invariant vector fields, and a, b ∈ R, then the vector field:

W = aX + bY

is also left invariant as for any g ∈ G:

Lg∗W =Lg∗(aX + bY )
=Lg∗(aX) + Lg∗(bY )
=aLg∗X + bLg∗Y

=aX + bY = W

This show thats that g is vector subspace of X(G). To show that it is a Lie subalgebra, we must
also show that it is closed under the bracket operation. Let X,Y ∈ g, then by Proposition 1.1.9

Lg∗[X,Y ] =[Lg∗X,Lg∗Y ]
=[X,Y ]

so [X,Y ] ∈ g, thus g is a Lie subalgebra of X(M).

Definition 1.2.6. Let G be a Lie group, then the Lie algebra of G, denoted g, is the Lie subalgebra
of left invariant vector fields on G.
Proposition 1.2.4. Let G be a Lie group, and g be the corresponding Lie algebra. Then, as Lie
algebras:

g ∼= TeG

Proof. Suppose G is an n dimensional Lie group, and let v ∈ TeG, then we define a smooth left
invariant vector field by:

ω(v)g = DeLg(v)

We first check that this is indeed a smooth vector field. The smooth map:

µ : G×G −→ G

(g, h) 7−→ gh

has differential:

Dµ : TG× TG −→ TG

((g, x), (h, y)) 7−→ DgRh(x) +DhLg(y)
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which is itself a smooth map. So ω(v) is just the composition:

ω(v) :G −→ TG

g 7−→ Dµ((g, 0), (e, v)) = DeLg(v)x

and is thus a smooth vector field. Furthermore, ω(v) is left invariant as for any h, g ∈ G:

Lh∗ω(v)g =DgLH ◦DeLg(v)
=DeLh ◦ Lg(v)
=DeLhg(v)
=ω(v)hg

Finally, for any a, b ∈ R, and any v, w ∈ TeG, ω(av + bw) is the smooth vector field defined by:

ω(av + bw)g =DeLg(av + bw)
=DeLg(av) +DeLg(bw)
=aDeLg(v) + bDeLg(w)
=aω(v)g + bω(w)g

Hence ω(av + bw) is the linear combination of the vector fields:

ω(av + bw) = aω(v) + bω(w)

so ω is a linear map. This map is an isomorphism since it has inverse given by:

λ : g −→ TeG

X 7−→ Xe

We first show the map is linear For any a, b ∈ R, and X,Y ∈ g, aX + bY ∈ g, so:

λ(aX + bY ) =aXe + bYe

=aλ(X) + bλ(Y )

implies that λ is linear. For any X ∈ g:

ω ◦ λ(X) = ω(Xe)

Furthermore, for any g ∈ G, we see that by (1.2.4):

ω(Xe)g = Lg∗Xe = Xg

so ω(Xe) = X, and λ is indeed the inverse of ω. Thus, ω is an isomorphism of vector spaces, and:

g ∼= TeG

as desired. We now equip TeG with the the Lie bracket defined by:

[v, w] = λ([ω(v), ω(w)])

and see that:

ω([v, w]) = ω(λ[ω(v), ω(w)]) = [ω(v), ω(w)]

so g ∼= TeG as Lie algebras.

Note that in the preceding proof we have that by definition:

[v, w] = [ω(v), ω(w)]e

Moreover, Proposition 1.2.4 gives the following corollary:
Corollary 1.2.2. The Lie algebra of a Lie group G is finite dimensional, satisfying dim g = dimG.
Furthermore, a left invariant vector field is entirely determined by it’s value at a point.
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Note that by choosing a basis for TeG, we can construct a global frame for TG using the map
ω. Indeed, if {Ti} is a basis for TeG then for each Ti, ω(Ti) is a globally defined smooth vector
which vanishes nowhere, as for any g ∈ G:

ω(Ti)g = DeLg(Ti) (1.2.5)

which can’t be the zero vector as DeLg is an isomorphism TeG→ TgG. Furthermore, this implies
that if dim(G) = n, then TG ∼= G× Rn via the diffeomorphism:

(g, x1, . . . , xn) 7−→
n∑
i=1

xiω(Ti)g

We now determine the Lie algebras for the Lie groups discussed in the previous sections.
Example 1.2.8. Let G = GLn(R), as an open submanifold of Matn×n(R), we see that:

TIG = TIMatn×n(R) = Matn×(R)

where I is the identity matrix. So the Lie algebra of GLn(R), denoted gln(R), is the space of all
real valued n by n matrices. By writing an A ∈ GLn(R) as the matrix (A)ij , and and a curve
γ : I → GLn(R) as the matrix (γ)jk, where (γ̇(0))jk = (X)jk for some X ∈ Matn×n(R) we see that:

(DILA(X))ik = d

dt

∣∣∣
t=0

(A)ij(γ)jk
=(A)ij(X)jk

so:

DILA(X) = A ·X

Moreover, since left and right multiplication by g is a diffeomorphism, we have that TgGLn(R) =
g ·Matn×n(R) ∼= Matn×n(R), so any X ∈ TgGLn(R) can be written as g · Y or Z · g for some
Y,Z ∈ Matn×n(R). It follows that Dhg(X) for any h, g ∈ Gln(R) and any X ∈ ThGLn(R) is truly
given by matrix multiplication. If X,Y ∈ gln(R), then we have that:

[X,Y ]I = (LXY )I = lim
t→0

d

dt
Dθt(I)θ−t(Yθt(I))

As we shall see shortly, the flow θ(t, g) of any left invariant vector field X is given by:

θ(t, g) = Rexp(tX)g

where exp(tX) : I → G is the soon to be defined exponential map. For now we will just assume
that exp(tX) is the unique integral curve of X ∈ gln(R) starting at I, and that θ−t = R− exp(tX).
With this we have that:

[X,Y ]I = lim
t→0

d

dt
Dexp(tX)Rexp(−tX)(Yexp(tX))

Note that:

Dexp(tX)Rexp(−tX)(Yexp(tX)) =DI(Rexp(−tX) ◦ Lexp(tX))(YI)
= exp(tX) · YI · exp(−tX)

So:

[X,Y ]I = lim
t→0

d

dt
exp(tX) · YI · exp(−tX)

=XI · YI − YI ·XI

so the Lie bracket is the standard commutator on Matn×n(R). This same argument then shows
that the Lie bracket of the Lie algebra of each linear group amounts to standard commutator.
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Example 1.2.9. Let G = SLn(R), and let γ : J → SLn(R) be a smooth curve passing through
the identity at t = 0, such that γ̇(0) = X for some arbitrary X ∈ TeSLn(R). We see that:

det(γ(t)) = 1

for all t ∈ J . Differentiating at t = 0 we obtain:

0 = lim
t→0

d

dt
det(γ(t))

= Tr(X)

We see that sln(R) is n2−1 dimensional, so since the kernel of the linear map Tr : Matn×n(R)→ R
is n2 − 1 we have that:

sln(R) = {X ∈ Matn×n(R) : Tr(X) = 0}

Example 1.2.10. Leg G = O(n), and let γ : J → SLn(R) be a smooth curve passing through the
identity at t = 0 such that γ̇(0) = X for some arbitrary X ∈ TIO(n). Then:

γT (t)γ(t) = I

Differentiating at t = 0 we obtain:

0 = lim
t→0

γ̇T (t)γ(t) + γ(t)T γ̇(t)

=XT +X

So the Lie algebra of O(n), denoted o(n) satisfies:

o(n) ⊂ {X ∈ Matn×n(R) : XT +X = 0} = V

We note that any X ∈ Matn×n(R) can be written as:

(X +XT )/2 + (X −XT )/2

where the left term is a symmetric matrix, and right term is antisymmetric, and that V ∩
Symn(R) = {0}, so:

Matn×n(R) = V ⊕ Symn(R)

It follows that dimR V = n2 − (n2 + n)/2 = (n2 − n)/2, hence:

o(n) = {X ∈ Matn×n(R) : XT +X = 0}

Furthermore, since SO(n) is an open submanifold of O(n), we have that TISO(n) ∼= TIO(n), hence
the Lie algebra of SO(n), denoted so(n) is isomorphic to o(n).
Example 1.2.11. Let G = O(t, s), and γ : J → O(t, s) a smooth curve passing through the
identity at t = 0, such that γ̇(0) = X for some arbitrary X ∈ TIO(t, s). Then:

γT (t)ηγ(t) = η

Differentiating at t = 0, we obtain:

XT η + ηX = 0

So the Lie algebra of O(t, s), denoted o(t, s) is:

o(t, s) ⊂ {X ∈ Matn×n(R) : XT η + ηX = 0}

and a similar dimension argument demonstrates equality. By the same argument in Example
1.2.10, we see that the Lie algebras of O+(t, s), SO(t, s), and SO+(t, s), respectively denoted
o+(t, s), so(t, s) and so+(t, s) , satisfy:

o+(t, s) ∼= so(t, s) ∼= so+(t, s) ∼= o(t, s)
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We now move on to a brief a discussion on induced Lie algebra homomorphisms. Let φ : G→ H
be a Lie group homomorphism, and X ∈ g, then, since φ(e) = e, we can define a unique a left
invariant vector field φ∗X, by:

(φ∗X)h = DeLh ◦Deφ(Xe) (1.2.6)

where h ∈ H. Note that φ∗X is smooth since it is the the composition of smooth maps:

H {e} TeG TeH h
ωDeφXe

where e is the trivial homomorphism. Essentially, we have used the group structure of G and H,
namely the fact they both have a preferred element e satisfying φ(e) = e for any homomorphism,
and Corollary 1.2.2 to bypass the requirement of a smooth inverse, which, in the general smooth
manifold case, guarantees that the push forward is well defined. Note that this clearly only holds
for left invariant vector fields.
Definition 1.2.7. Let G and H be Lie groups, and φ a Lie group homomorphism between them.
The map:

φ∗ :g −→ h

X 7−→ φ∗X

is called the induced homomorphism
We now must show that this induced homomorphism is actually a Lie algebra homomorphism.

Proposition 1.2.5. Let φ : G → H be a Lie group homomorphism, then the induced homomor-
phism, φ∗, is a Lie algebra homomorphism.

Proof. We have to show that:

φ∗[X1, X2] = [φ∗X1, φ∗X2]

So, by Proposition 1.1.9, we need only show that φ∗Xi is φ related to Xi. From (1.2.6), we see
that for any g ∈ G:

(φ∗X)φ(g) =DeLφ(g) ◦Deφ(Xe)
=De(Lφ(g) ◦ φ)(Xe)
=De(φ ◦ Lg)(Xe)
=Dgφ(Xg)

So φ∗X is φ related to X, and thus φ∗ is a Lie algebra homomorphism.

So far, the group structure of the Lie group has allowed us to construct a variety convenient
global properties which are not necessarily available in the general smooth manifold case. As we
shall see shortly, this motif carries over to integral curves as well, and will eventually lead us to
the famed exponential map, a way of locally identifying small enough open sets of G with its Lie
algebra.
Theorem 1.2.2. Let G be a Lie group and g be its Lie algebra. Let:

φX :R ⊃ I −→ G (1.2.7)
t 7−→ φX(t) (1.2.8)

denote the maximal integral curve of a left invariant vector field X ∈ g through the identity element
e. The following then hold:
a) φX(s+ t) = φX(s) · φX(t) ∀s, t ∈ R
b) φX(t) is defined for all t ∈ R
c) φsX(t) = φX(st) ∀s, t ∈ R.

Proof. We begin with a weaker version of a). Assume φX is only defined on some open interval
I = (tmin, tmax), and that s ∈ I, then we want to show that:

φX(s) · φX(t) = φX(s+ t)
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so long as s+t ∈ I. By Lemma 1.1.4, φX(s+t) is then an integral curve on Is = (tmin−s, tmax−s),
starting at φX(s). Let φX(s) = g ∈ G, then:

α : I −→ G

t 7−→ g · φX(t)

is an integral curve starting at g. Indeed α starts at g since:

α(0) = g

and α is an integral curve as:

d

dt
α(t) =gXφX(t)

=DφX(t)LgXφX(t)

=XgφX(t)

=Xα(t)

By the uniqueness of integral curves, we then have that for all t ∈ I ∩ Is:

φX(s) · φX(t) = φX(s+ t)

as desired. Proving b) will now imply a), we would like to show that no upper or lower bound
exists for I. Proceeding by way of contradiction, suppose that there exist a tmax and tmin such
that φX is defined only on I = (tmin, tmax). Let ξ = min(|tmin|, tmax), and consider the curve:

γ :
(
tmin + ξ

2 , tmax + ξ

2

)
−→ G

t 7−→ φX

(
ξ

2

)
φX

(
t− ξ

2

)
γ then starts at e as:

γ(0) =φX
(
ξ

2

)
φX

(
−ξ2

)
=φ(0)
=e

Furthermore this is an integral curve as:

d

dt
γ(t) =φX

(
ξ

2

)
Xφ(t−ξ/2)

=Xγ(t)

If tmin = −∞ then γ : (−∞, tmax + ξ/2)→ G is a smooth extension of φX , and if tmin > −∞, then
we have that:

ψ(t) =
{
φX(t) if t ∈ (tmin, tmax)
γ(t) if t ∈ (tmin + ξ/2, tmax + ξ/2)

is also an extension of φX , as γ(t) = φX(t) for all t ∈ (tmin + ξ/2, tmax), so no such tmax can exist.
Via a similar argument, we can prove that no such tmin exists, hence φX(t) is defined on all of R,
so for all s, t ∈ R:

φX(s+ t) = φX(s) · φX(t)

To show c), we recall that for any s ∈ R, φsX is the integral curve of the left invariant vector
field sX, starting at e. Fixing s, we define a curve:

β :R −→ G

t 7−→ φX(st)



1.2. LIE THEORY AND REPRESENTATION THEORY 71

which is a smooth curve in G by b). We see that this curve clearly starts at e, and is also an
integral curve of sX as, by the chain rule:

d

dt
β(t) =sXφX(st)

=sXβ(t)

Hence, by the uniqueness of integral curves, for any s ∈ R:

φsX(t) = φX(st)

as desired.

We can now define the exponential map:
Definition 1.2.8. Let φX : R → G denote the integral curve of X ∈ g starting at e. Then we
define the exponential map as:

exp : g −→ G

X 7−→ exp(X) = φX(1)

If G is a matrix Lie group, then it can be shown that the exponential map is literally the matrix
exponential encountered in ODE’s or physics, i.e.

exp(X) =
∞∑
n=0

Xn

n!

Proposition 1.2.6. Let G be a Lie group, and g its Lie algebra. Then, for all s, t ∈ R, and X ∈ g,
the exponential map satisfies:
a) exp(0) = e

b) exp((s+ t)X) = exp(sX) exp(tX)
c) exp(−X) = exp(X)−1

Proof. We begin with a). Let φ0(t) be the integral curve of the left invariant 0 vector field. Then
we see that:

φ0(1) =φ0(−1)φ0(2)
=φ0(−1)φ(2·0)(1)
=φ0(−1)φ0(1)
=φ0(0)
=e

so:

exp(0) = φ0(1) = e

To prove b), we note that for any s, t ∈ R, (s+ t)X ∈ g, hence:

exp((s+ t)X) =φ(s+t)X(1)
=φX(s+ t)
=φX(s)φX(t)
=φsX(1)φtX(1)
= exp(sX) exp(tX)

Finally, for c),

exp((−1 + 1)X) = e⇒ exp(−X) exp(X) = e⇒ exp(−X) = exp(X)−1

as desired.
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As the next proposition shows, the flow of a left invariant vector field is intimately related to
the exponential map.
Proposition 1.2.7. Let G be a Lie group, and denote it’s Lie algebra by g. The flow of X ∈ g:

θ :R ×G −→ G

(t, g) 7−→ θ(t, g)

is defined for all R, and satisfies:

θ(t, g) = g · exp(tX) = Rexp(tX)g = Lg exp(tX) (1.2.9)

Proof. We define θ(t, g) for all t ∈ R by (1.2.9), then by the definition of the exponential map, and
Theorem 1.2.2, θ(t, g) is defined for all of R. We will show this definition is actually the smooth
global flow of X. We see that for all g ∈ G:

θ(0, g) = g · exp(0) = g

and that for all s, t ∈ R, and all g ∈ G:

θ(t, θ(s, g)) =θ(t, g · exp(sX))
=(g · exp(sX)) · exp(tX)
=g exp((s+ t)X)
=θ(s+ t, g)

so θ as defined is a smooth global flow. Finally, note that:

exp(tX) = φtX(1) = φX(t)

where φX is the integral curve of X. Then:

d

dt

∣∣∣
t=0

θ(t, g) = lim
t→0

d

dt
g · exp(tX)

= lim
t→0

g · d
dt
φX(t)

=DeLgXe

=Xg

so θ(t, g) is the flow of X as desired.

The preceding proposition allows one to easily define curves starting at any point in G, with
any initial velocity X ∈ TgG. Furthermore, the integral curves θ(t, e) = exp(tX) are one di-
mensional embedded abelian Lie subgroups of G. In particular, the map exp(tX) is a Lie group
homomorphism R→ G, and is a Lie group isomorphism onto its image.
Proposition 1.2.8. Under the canonical identifications:

T0g ∼= g, TeG ∼= g

The differential of the exponential map at 0 is the identity:

D0 exp :g −→ T0G

is the identity map. In particular, there exists open neighborhoods V of 0 in g and U of e in G
such that:

exp |V : V −→ U

is a diffeomorphism.
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Proof. Let X ∈ g and γ(t) = tX be the curve of constant velocity X in g. Then:

D0 exp(X) = d

dt

∣∣∣
t=0

exp(tX)

=X

hence D0 exp is the identity map. The claim then follows by applying the inverse function theorem
in some small enough coordinate charts around 0 and e.

In this sense, exp is a local diffeomorphism, and provides us with a convenient description of
the local behavior of G around the identity. In rare cases, as the following example shows, the
exponential map can give ‘most’ of G.
Example 1.2.12. Let G = U(1), then:

U(1) = {z ∈ C : zz̄ = 1}

Let X ∈ T1U(1), and let γ : I → U(1) be the curve satisfying γ(0) = 1, γ̇(0) = X. Then we see
that:

0 = d

dt

∣∣∣
t=0

γ(t)γ̄(t)

=X + X̄

hence X ∈ iR. The exponential map is then:

exp : iR −→ U(1)
it 7−→ eit

We see that for any ε ∈ (−π, π), exp restricts to a diffeomorphism:

(−π + ε, π − ε) −→ U(1) r {ei(iπ−ε)}

So the exponential map gives us the entirety of U(1) minus a point.
We end our discussion on Lie algebras with the following proposition:

Proposition 1.2.9. Let φ : G→ H be a Lie group homomorphism, then for all X ∈ g:

φ(exp(X)) = exp(φ∗X)

where φ∗ : g→ h is the induced Lie algebra homomorphism

Proof. Let γ(t) be the curve in H:

γ(t) = φ(exp(tX))

for some X ∈ g. We then see that via the chain rule:

γ̇(t) =Dexp tXφ

(
d

ds

∣∣∣
s=t

exp(sX)
)

=Dexp tXφ
(
Xexp(tX)

)
=De(φ ◦ Lexp(tX))(Xe)
=De(Lφ(exp(tX)) ◦ φ)(Xe)
=(φ∗X)γ(t)

Thus γ is the unique integral of the left invariant vector field φ∗X starting at e. By our prior work
the integral curve for φ∗X is given by exp(tφ∗X), thus we obtain that:

γ(t) = φ(exp(tX)) = exp(tφ∗X)

Setting t = 1 then proves the claim.
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1.2.3 The Maurer Cartan Form
In this section we introduce the Maurer-Cartan form, a special type of one form on G that will
prove of a great importance for our work in gauge theory. It is the first appearance in this paper of
what we call a vector valued, or twisted k-form, a generalization of k-forms we now make precise.
Definition 1.2.9. Let M be a smooth manifold and V be a vector space. Furthermore, let
C∞(M,W ) be the set of all smooth maps M → V . A k-form on M with values in V is an
alternating map:

X(M) × · · ·× X(M)︸ ︷︷ ︸
k copies

−→ C∞(M,V )

The set of all k-forms with values V , or k-forms twisted in V , is denoted by Ω(M,V ) and can be
identified with:

Ω(M,V ) ∼= Ω(M)⊗R V

Now, let G be a Lie group, and let X ∈ g, then at any point g ∈ G, we can pull Xg back to the
identity via left multiplication by g−1, i.e.

Lg−1∗Xg = X̃ ∈ TeG ∼= g

It is important to note that X is, in general, not left invariant, so it would be incorrect to assert
that X̃ = Xe. With this in mind, we provide the following the definition:
Definition 1.2.10. The Maurer-Cartan Form, µG ∈ Ω(G, g), is a one form on G with values
in the Lie algebra defined by:

µG(X)g = DgLg−1(X)

for all g ∈ G, and X ∈ TgG.
So µG associates to a vector X ∈ TgG a left invariant vector field X̃ satisfying X̃g = X. In the

context of matrix Lie groups, one also finds the following notation employed:

µG = g−1dg

where dg can be thought of some summand of one forms dual to some global frame. In particular,
this notation proves rather convenient for explicit computation, as the following example shows.
Example 1.2.13. Let G = SO(2), then the dimension of SO(2) = 1, and we can parameterize
SO(2) via:

g(θ) =
(

cos θ − sin θ
sin θ cos θ

)
Then, in these coordinates:

µG =g−1dg

=
(

cos θ sin θ
− sin θ cos θ

)(
− sin θdθ − cos θdθ
cos θdθ − sin θdθ

)
=
(

0 −1
1 0

)
dθ

In this notation, it is clear that µG is an element of Ω(SO(2))⊗R so(2).
The Maurer-Cartan form also transforms nicely under pullbacks by right or left multiplication.

Proposition 1.2.10. Let G be a Lie group, and µG the Maurer cartan from on G. Then, for all
g ∈ G:

L∗gµG = µG and R∗gµG = cg−1∗ ◦ µG (1.2.10)

where cg−1∗ is the induced homomorphism of the conjugation map:

cg−1 : G −→ G

h 7−→ g−1hg
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Proof. We prove this for all g, h ∈ G, and all X ∈ ThG:

(L∗gµG)(X)h =µG(DhLgX)gh
=DghL(gh)−1 ◦DhLgX

=DhLh−1 ◦ Lg−1 ◦ Lg(X)
=DhLh−1(X)
=µG(X)h

and further that:

(R∗gµG)(X)h =µG(DhRg(X))hg
=DhgL(hg)−1 ◦DhRg(X)
=DhLg−1 ◦ Lh−1 ◦Rg(X)
=De(Lg−1 ◦Rg) ◦DgL

−1
g (X)

=Dec
−1
g ◦ µG(X)h

=cg−1∗ ◦ µG(X)h

Since this holds for all h, g ∈ G, and all X ∈ ThG, we have proven the claim.

1.2.4 Group Actions on Manifolds
In this section, we finally see how Lie groups bring about smooth symmetries on our manifolds.
Recall that all of the Lie groups we discussed were first defined as subsets of the group of isomor-
phisms on some real or complex vector space V , so each of those Lie groups has a multiplicative
action on that vector space given by the inclusion homomorphism φ : G→ GL(V ). We can extend
this to any real or complex vector space W by specifying a homomorphism ρ : G → GL(W ),
which is called a representation of G on W . We will tackle the specific case of representations in
a subsequent section, but for now we wish to discuss the general case of a G action on a smooth
manifold M . We first need the following proposition:
Proposition 1.2.11. Let M be a smooth manifold, then the set of the diffeomorphisms on M ,
denoted Diff(M), is a group under composition.

Proof. First note that the identity map, IdM : M → M is a diffeomorphism and hence contained
in Diff(M). This is clearly the neutral element under composition, as for any F ∈ Diff(M):

IdM ◦ F = F = F ◦ IdM

Furthermore, for F,G ∈ Diff(M), we also have that F ◦G and G◦F are in Diff(M). Indeed, since F
and G are smooth homeomorphisms, F ◦G and G◦F must be also be a smooth homeomorphisms;
they must also have smooth inverses as both F−1 and G−1 are smooth, so their composition must
be smooth as well. Finally, as the composition of maps is associative, and each F ∈ Diff(M) has
an inverse by construction, we see that Diff(M) is indeed a group10.

We would now like group actions on M to be homomorphisms φ : G → Diff(M), motivating
our next definition.
Definition 1.2.11. Let G be a Lie group, and M a smooth manifold. A left action of G on M
is a smooth map:

Φ : G×M −→M

(g, p) 7−→ Φ(g, p) = g · p

such that the following hold for all p ∈M , and g, h ∈ G:
• (h · g) · p = h · (g · p)

10With more technical machinery at hand, one can put a topology, and smooth structure on Diff(M) such that
Diff(M) is a Lie group, and it can be further shown that the corresponding Lie algebra of Diff(M) is isomorphic to
X(M).
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• e · p = p

Furthermore, a right action is a smooth map:

Φ : M ×G −→M

(p, g) 7−→ Φ(p, g) = p · g

such that the following hold for all p ∈M , and g, h ∈ G:
• p · (g · h) = (p · g) · h
• p · e = p

Given a left action of G on M , and fixing a g ∈ G, we see that map:

Lg : M −→M

p 7−→ g · p

is a diffeomorphism, since it is smooth and has smooth inverse given by Lg−1 . Furthermore, the
map sending g → Lg, satisfies e 7−→ IdM , and:

Lh ◦ Lg(p) = Lh ◦ (g · p) = h · (g · p) = (h · g) · p = Lhg(p)

Thus, we see that a left action on M corresponds to a homomorphism φ : G → Diff(M). If we
were given a right action of G on M , then we instead obtain a homomorphism φ : Gop → Diff(M),
where Gop is the Lie group G equipped with the multiplicative action • defined for all g, h ∈ G by:

g • h = h · g

Proposition 1.2.12. Let G be a Lie group, M a smooth manifold, and Φ a left group action on
M . Then, the map ψ:

Ψ : M ×G −→M

(p, g) 7−→ p • g = Φ(g−1, p) = g−1 · p

is a right action on M .

Proof. We first note that ψ is smooth, since if i× IdM : M ×G→ G×M is the smooth map:

i× IdM (p, g) = (g−1, p)

then Ψ is the composition Φ ◦ (i× IdM ). Furthermore, we see that for all p ∈M :

p • e = e−1 · p = p

Finally, for all g, h ∈ G, and all p ∈M ,

p • (g · h) = (g · h)−1 • p = h−1 · (g−1 · p) = (p • g) • h

thus Ψ is a right action on M by definition.

We will also need the following constructions to better describe group actions.
Definition 1.2.12. Let G be a Lie group, M a smooth manifold, and Φ and Ψ be left and right
actions of G on M respectively.
a) For a left action, the orbit of G through a point p is the set:

Op = {q ∈M : ∃g ∈ G, q = Φ(g, p) = g · p}

For a right action, the definition is similar:

Op = {q ∈M : ∃g ∈ G, q = Ψ(p, g) = p · g}

Both sets can be thought of as the images of an orbit map, denoted φp : G → M , or
ψp : G→M respectively. The maps are defined via:

φp(g) = g · p ψp(g) = p · g (1.2.11)
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b) For a left action, the fixed point set of an element g ∈ G is given by:

Mg = {p ∈M : g · p = p}

For a right action we have:

Mg = {p ∈M : p · g = p}

c) For a left action, the isotropy group of a point p ∈ G is:

Gp = {g ∈ G : g · p = p}

For a right action:

Gp = {g ∈ G : p · g = p}

Example 1.2.14. Let M = S2, and let G = SO(3). Thinking of each point in S2 as a unit vector
in R3, we let SO(3) act on the left of M via matrix multiplication. Note that for any θ ∈ [0, 2π],
the matrices:

A =

1 0 0
0 cos θ sin θ
0 − sin θ cos θ

 , B =

 cos θ 0 sin θ
0 1 0

− sin θ 0 cos θ

 , C =

 cos θ sin θ 0
− sin θ cos θ 0

0 0 1


are all in SO(3). Furthermore, in the standard basis of R3, these matrices correspond to rotations
around the x axis, y axis, and z axis respectively. For any x ∈ S2, we can obtain any other y ∈ S2

via some composition of A, B, and C acting on x, thus the orbit of any point in S2 is the entirety
of S2. Furthermore, if x ∈ S2 is written in the standard basis as (x1, x2, x3), then, via the Gram
Schmidt algorithm, we can find some other basis where x = (1, 0, 0). We see that in this basis, any
matrix written like A leaves x unchanged, thus the isotropy group of any x is given by the set of
all matrices A ∈ SO(3). We note that this isotropy group is clearly isomorphic to SO(2).
Proposition 1.2.13. Let G be a Lie group, M a smooth manifold, and let Φ and Ψ be left and
right actions of G on M respectively. For any points p, q ∈ M , the orbits of p and q are either
disjoint or identical.

Proof. We prove this for a right action Ψ, and note that the proof for a left action Φ is entirely
analogous. Let Op and Oq be the orbits of G through p and q respectively. Suppose for the sake of
contradiction that these orbits are neither disjoint nor identical, then there exists an n ∈ M such
that n ∈ Op ∩ Oq, thus there exists g, h ∈ G such that:

p · g = n and q · h = n

Let q′Oq be arbitrary, then we see that q′ = q · l for some i ∈ G, but q′ ∈ Op as:

p · (g · h−1 · i) = n · (h−1 · i) = q · i = q′

so Oq ⊂ Op. Furthermore, if p′ ∈ Op is arbitrary, then p′ = p · j for some j ∈ G, but p′ ∈ Oq as:

q · (h · g−1 · j) = n · (g−1 · j) = p · j = p′

so Op ⊂ Oq. Therefore, Op = Oq, a contradiction, so if Op ∩ Oq 6= ∅ we are forced into equality,
thus two orbits are either disjoint or identical, as desired.

The preceding proposition allows us to obtain a partition of M via the disjoint union of the
orbits of G. Furthermore, this partition is the determined by the equivalence relation:

p ∼ q ⇐⇒ ∃g ∈ G, p = q · g

i.e. the two equivalence classes [p] and [q], which are the orbits of p and q respectively, are equal
if and only if their orbits are identical. This partition will be of grave importance, so we give it a
formal definition below.
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Definition 1.2.13. Let Φ be a left or right action of G on M . Then the set:

M/G = {Op ⊂M : p ∈M}

is the called the space of orbits, or the quotient space of the action. Furthermore, the map:

π : M −→M/G

p 7−→ [p]

is called the canonical projection. If x ∈ M/G, and if for some p ∈ M we have [p] = x, then p
is called a representative of x.

In particular, we are most interested in the cases when the space M/G is a smooth manifold.
Furthermore, the convention when dealing with quotients in gauge theory is to use a right action
of G on M , so going forward we will only consider right actions, though the corresponding case
for left actions will usually be similar. That being said, for now we state the following definitions,
and leave our discussion of quotients for later.
Definition 1.2.14. Let Φ be a right action of G on M , then:
a) The action is transitive if the orbit map φp is surjective for all p ∈ M . In other words, M

consists of one orbit.
b) The action is free if the orbit map φp is injective for all p ∈M .
c) The action is simply transitive if the orbit map φp is injective and surjective for all p ∈M .
As we saw earlier, a homomorphism between Lie groups φ : G → H gives rise to an induced

homomorphism between Lie algebras. Since group actions can be viewed as a a homomorphism
φ : G→ Diff(M), we wish to understand the induced homomorphism11

φ∗ : g −→ X(M)

We need the following definition:
Definition 1.2.15. Let Φ be a right action of G on M , and let X ∈ g. The fundamental vector
field X̃, associated to X is then defined by:

X̃p = d

dt

∣∣∣
t=0

p · exp(tX)

If φp is the orbit map through the point p, then the construction of X̃ can be equivalently defined
as:

X̃p = D(e,p)Φ(Xe, 0) = Deφp(Xe)

This construction is just the restriction of the global differential DΦ : TG × TM → TM to the
Cartesian product of the singleton set {X} ⊂ TeG with the zero section of TM , so X̃ is indeed a
smooth vector field on M .
Proposition 1.2.14. Let Φ be a smooth free right action of G on M . Then the map:

φ∗ : g −→ X(M)
X 7−→ X̃

is injective.

Proof. We only need show that the kernel of φ∗ is trivial, i.e. only 0 ∈ g maps to the zero vector
field. Suppose the contrary, that for some non zero X ∈ g we have that:

φ∗(X) = 0

This then implies that for all p ∈M :

X̃p = d

dt

∣∣∣
t=0

p · exp(tX)

=0
11Note that for a right action the domain of the homomorphism is Gop. Despite working with right actions, we

elect to ignore this as nothing truly depends on it.
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So the curve γ(t) = p·exp(tX) has zero velocity at t = 0, however, we then obtain that for arbitrary
s ∈ R:

γ′(s) = d

dt

∣∣∣
t=s

p · exp(tX)

= d

dt

∣∣∣
t=0

p · exp((t+ s)X)

= d

dt

∣∣∣
t=0

p · exp(tX) · exp(sX)

=DpRexp(sX)

(
d

dt

∣∣∣
t=0

p · exp(tX)
)

=0

So γ′(s) is zero for all s, and thus γ is the constant curve equal to p for all time. Therefore,
φp(e) = φp(exp(tX)) for all t ∈ R, hence φp is not injective, a contradiction, so φ∗ is injective as
desired.

Proposition 1.2.15. Let Φ be a right action of G on M . The map:

φ∗ : g −→ X(M)
X 7−→ X̃

is then a Lie algebra homomorphism. In particular, the fundamental vector fields form a Lie
subalgebra of X(M).

Proof. Fix a point p ∈M and let φp be the orbit map through said point. Then, for some X,Y ∈ g
and a, b ∈ R:

φ∗(aX + bY )p =Deφp(aX + bY )
=aDeφp(X) + bDeφp(Y )
=aφ∗(X)p + bφ∗(Y )

so the map is linear. Furthermore, we need to show that the left invariant vector field X ∈ g is φ
related to X̃, i.e. that:

X̃φp(g) = Dgφp(Xg)

for all g ∈ G. Let g ∈ G be arbitrary, then:

X̃φp(g) =Deφφp(g)(Xe)
=Deφφp(g) ◦DgLg−1(Xg)
=Dg

(
φφp(g) ◦ Lg−1

)
(Xg)

Note that for any h ∈ G:

φφp(g) ◦ Lg−1(h) =φφp(g)(g−1 · h)
=φφp(g)(e) · g−1 · h
=p · g · g−1 · h
=p · h
=φp(h)

So we see that φφp(g) ◦ Lg−1 = φp, hence:

X̃φp(g) =Dgφp(Xg)

so X̃ and X are φp related. From Proposition 1.1.9, this then implies that:

[X̃, Ỹ ] = [φ∗X,φ∗Y ] = φ∗[X,Y ] = [̃X,Y ]

so φ∗ is a Lie algebra homomorphism, and the set of fundamental vector fields in X(M) is a vector
subspace that closed under the Lie bracket, and hence a Lie subalgebra.
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Though fundamental vector fields are φp related to left invariant vector fields on G, as the next
proposition shows, fundamental vector fields are not in general invariant under a group action of
G on M .
Proposition 1.2.16. Let Φ be a right action of G on M , and let X̃ be a fundamental vector field
associated to X ∈ g. Then:

Rg∗X̃ = Ỹ

where Ỹ is the fundamental vector field associated to Y = cg−1∗X.

Proof. We see that at any point p ∈M :

(Rg∗X̃)p =Dp·g−1Rg(X̃pg−1)
=Dp·g−1Rg ◦Deφp·g−1(Xe)
=De(Rg ◦ φp·g−1) ◦Dg−1Lg(Xg−1)
=Dg−1(Rg ◦ φp·g−1 ◦ Lg)(Xg−1)

Note that for any h ∈ G, we have that:

φp·g−1 ◦ Lg(h) =φp·g−1(gh)
=(p · g−1) · (g · h)
=p · h
=φp(h)

so φp·g−1 ◦ Lg = φp, hence:

(Rg∗X̃)p =Dg−1(Rg ◦ φp)(Xg−1)
=De(Rg ◦ φp ◦ Lg−1)(Xe)

Furthermore, we see that for any h ∈ G:

Rg ◦ φp(h) = p · h · g

while12:

φp ◦Rg(h) = φp(h · g) = p · h · g

so:

φp ◦Rg = Rg ◦ φp

Therefore we obtain:

(Rg∗X̃)p =De(φp ◦ Lg−1 ◦Rg)(Xe)
=Deφp ◦Decg−1(Xe)
=Deφp(Ye)
=Ỹp

We end our discussion on group actions by using the Maurer-Cartan form to calculate the
differential of a right action Φ.
Proposition 1.2.17. Let Φ be a right action of G on M , then the the differential of Φ at a point
(p, g) ∈ G×M is the map:

D(p,g)Φ : TpM ⊕ TgG −→ Tp·gM

(X,Y ) 7−→ DpRg(X) + µ̃G(Y )p·g

Where µ̃G(Y ) is the fundamental vector field associated to the Lie algebra element µG(Y ).
12Here we employ a mild abuse of notation; clearly these two Rg maps are not the same.
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Proof. Let γ and ψ be curves in M and G tangent to X ∈ TpM and Y ∈ TgG at t = 0 respectively.

D(p,g)Φ(X,Y ) = d

dt

∣∣∣
t=0

γ(t) · ψ(t)

=γ̇(0) · ψ(0) + γ(0) · ψ̇(0)
=DpRg(X) +Dgφp(Y )

In Proposition 1.2.15 we saw that for a left invariant vector field Z ∈ g, that the fundamental
vector field Z̃ associated to Z is φp related to Z, so:

Z̃φp(g) = Dgφp(Zg)

for all g ∈ G. Letting Z = µG(Y ), at the point g ∈ G we have that Zg = Y , so:

Dgφp(Y ) = Dgφp(Zg) = Z̃p·g

Therefore the differential of Φ is given by:

D(p,g)Φ(X,Y ) = DpRg(X) + µ̃G(Y )p·g

as desired.

1.2.5 Quotient Manifolds
In the previous section, for a right action Φ of G on M , we defined the set M/G as the space of
orbits:

M/G = {Op ⊂M : p ∈M}

We also showed that each Op is either disjoint or identical, implying that M/G is a partition of
M via the equivalence relation:

p ∼ q ⇐⇒ ∃g ∈ G, p · g = q

As a set, M/G is then the quotient of M via the aforementioned equivalence relation. As discussed
in the last section, we would like to know when M/G is a smooth manifold. We will first begin
more generally, with any partition of M due to an equivalence relation ∼, and then take a theorem
from Godement as god given to develop the M/G case. For more complete discussions on quotient
manifolds, see Lee’s Smooth Manifolds or Hamilton’s Mathematical Gauge Theory.

We first take M to be a set, with an equivalence relation ∼, then we define the set R as

R = {(p, q) ∈M ×M : p ∼ q}

We also define equivalence classes as subsets of M :

[p] = {q ∈M : q ∼ p}

and finally the quotient set M/R as:

M/R = {[p] : p ∈M}

There also exists the canonical projection π : M → M/R taking each element to it’s equivalence
class. We now examine the case where M is a a topological space; we need the following definition:
Definition 1.2.16. Let M be a topological space, and ∼ an equivalence relation on M . Then we
define a topology on M/R, called the quotient topology, such that π : M →M/R is continuous.
In other words, a set U in M/R are open if and only if π−1(U) is open in M .

With this quotient topology on M/R, we would first to like to determine when M/R is a
Hausdorff topological space.
Lemma 1.2.4. Let M be a topological space:
a) If M/R is Hausdorff, then R ⊂M ×M is closed.
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b) If π : M →M/R is open, and R ⊂M ×M is closed, then M/R is Hausdorff.

Proof. We use the fact from topology that a topological space N is Hausdorff if and only if the
diagonal:

∆ = {(p, p) ∈ N ×N : p ∈ N}

is a closed subset in N ×N ; let ∆ be the diagonal of M/R. We begin with a), by first noting that
the map:

π × π : M ×M −→M/R×M/R

(p, q) 7−→ ([p], [q])

is continuous. Therefore, since ∆ is closed in M/R × M/R, (π × π)−1(∆) is closed in M × M .
Furthermore, if p ∼ q we have [p] = [q], hence:

π × π(p, q) = ([p], [p]) ∈ ∆

implying that

(π × π)−1(∆) = {(p, q) ∈M ×M : p ∼ q} = R

So R is closed in M ×M .
For b) assume that π : M →M/R is open, and that R is closed in M ×M . The map π × π is

then an open map, and so the image of (M ×M) r R is open in M/R ×M/R. Furthermore, an
element ([p], [q]) is in π × π((M ×M) rR) if and only if [p] 6= [q], implying that:

([p], [q]) ∈ π × π(M ×M rR)⇐⇒ ([p], [q]) ∈ (M/R×M/R) r ∆

So the compliment of the image is ∆, and thus closed, so M/R is Hausdorff.

We now site the aforementioned theorem from Godement, and proceed with the case where R
is determined by a group action of G on a topological space M .
Theorem 1.2.3. Let R be an equivalence relation on a smooth manifold M . Suppose that R is a
closed embedded submanifold of M×M and π1|R : R→M a surjective submersion. Then M/R has
a unique smooth structure of a smooth manifold such that the canonical projection π : M →M/R
is a surjective submersion.

With this theorem, we will determine when M/G is a smooth manifold. We first show that the
canonical projection π : M →M/G is open.
Lemma 1.2.5. Let M be a topological space, and Φ a right group action of G on M .13 Then the
canonical projection π : M →M/G is open.

Proof. Our earlier work implies that each orbit through a point p ∈ M is an equivalence class of
the equivalence relation:

p ∼ q ⇐⇒ ∃g ∈ G, p · g = q

Let U be an open set of M , if π is open then π(U) is open, so, by the definition of the quotient
topology on M/G, we need to show that π−1(π(U)) is open in M . We see that:

π(U) = {[p] : p ∈ U}

and that for any [p] ∈ π(U), we have that:

π−1([p]) = Op =
⋃
g∈G

Rg({p})

13We defined right group actions to be smooth as a priori, but in this case we take Φ to be continuous. Similarly,
G need only be a topological group for this lemma to hold. Going forward, when we make statements about right
actions on topological spaces, we will take Φ to be continuous and G to be a topological group. If instead M is at
any point stated to be a smooth manifold, it should be assumed that G is a Lie group, and Φ is smooth.
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So the inverse image of π(U) will be the union of the orbits through each p ∈ U , i.e.

π−1(π(U)) =
⋃
p∈U
Op =

⋃
g∈G

Rg(U)

However, each Rg is a homeomorphism,14 so π−1(π(U)) is open in M , hence π is open as desired.

Again, working only topologically, Lemma 1.2.4 and Lemma 1.2.5 imply the following corol-
lary:
Corollary 1.2.3. The quotient space M/G is Hausdorff if and only if the map:

Ψ : M ×G −→M ×M

(p, g) 7−→ (p, p · g)

has closed image.

Proof. Note that the image of Ψ is R, since if (p, q) ∈ Ψ(M × G), we have that for some g ∈ G,
q = p · g, so (p, q) ∈ R, and if (p, q) ∈ R we know that q = p · g, so (p, q) ∈ Ψ(M × G). Then, by
Lemma 1.2.5, the map π : M →M/G is open, so if Ψ(M ×G) is closed, Lemma 1.2.4 implies
that M/G is Hausdorff. Furthermore, if M/G is Hausdorff then by Lemma 1.2.4, Ψ(M ×G) is
closed.

We need to do develop some more topological results before moving onwards to the smooth
manifold case.
Definition 1.2.17. A topological space M is locally compact if every point in M has a compact
neighborhood.
Lemma 1.2.6. Let M be a locally compact Hausdorff space. Then a subset A ⊂ M is closed if
and only if the intersection of A with any subset of M is compact.

Proof. First let A be closed, and K be any compact subset of M . Since M is Hausdorff, K is
closed, and thus A ∩K is closed. Furthermore, A ∩K is compact since it is a closed subset of K,
and K is compact.

Now assume that A ∩K is compact for any compact K ⊂ M . Let p ∈ M r A, then, since M
is locally compact, there exists an open neighborhood of p, U ⊂ M , contained in some compact
K ⊂M . We have that A ∩K is compact, and thus closed in M since M is Hausdorff. Then:

U r (A ∩K) = U ∩ (A ∩K)c = U ∩ (M r (A ∩K))

is a an open subset of M r A, since it is the intersection of two of open sets in M . Furthermore,
p ∈ U r (A ∩K), so it is an open neighborhood of p, thus, since p was arbitrary, every point in
MrA has an open neighborhood, and thus MrA is open M . Therefore A is closed as desired.

We continue with the following definition:
Definition 1.2.18. Let f : M → N be a continuous map. We say that f is proper if for every
compact K ⊂ N , f−1(A) is compact in M .

We can then use Lemma 1.2.6 to prove the following:
Lemma 1.2.7. Let f : M → N be a proper map between topological spaces, with N locally compact,
and Hausdorff. Then f is closed.

Proof. By Lemma 1.2.6, it suffices to show that for every closed A ⊂M , and all compact K ⊂ N ,
f(A) ⊂ K is compact. We see that for any compact K ⊂M , since f is proper, f−1(K) is compact,
so A∩f−1(K) is compact, and thus, since proper maps are continuous, f(A∩f−1(K)) = f(A)∩K
is compact.

Lemma 1.2.8. If f : M → N is a closed continuous map, between topological spaces such that
f−1(q) is compact for all q ∈ N , then f is proper.

14Diffeomorphism if M is a smooth manifold, G is a Lie group, and Φ a right group action as defined earlier.
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Proof. We first want to show that if f is closed, then for all q ∈ N , and open subset O ⊂ M
such that f−1(q) ⊂ O, there exists an open neighborhood U of q such that f−1(U) ⊂ O. Let
U = N r f(M rO); note that since M rO is closed, U is open. Furthermore:

f(M rO) = {p ∈ N : ∃x ∈M rO, p = f(x)}

so q /∈ f(M rO) as f−1(q) ⊂ O, thus q ∈ U , so U is an open neighborhood of q. Finally, suppose
x ∈ f−1(U) but not inO, then that implies that f(x) ∈ f(MrO), but x ∈ f−1(U) ⊂ N∩f(MrO)c,
so f(x) ∈ f(M rO)c, a contradiction, thus f−1(U) ⊂ O.

Now, let K ⊂ N be compact, and suppose that U is any open covering of f−1(K). For all
y ∈ K, we have that f−1(y) ⊂ f−1(K) is compact, so finitely many Ui ∈ U cover f−1(y), i.e. for
some n ∈ N there exist n subsets Ui ∈ U such that:

f−1(y) ⊆
n⋃
i=1

Ui

By our earlier work, there then exists a Vy ⊂ N , such that:

f−1(Vy) ⊆
n⋃
i=1

Ui

Construct a Vy for all y ∈ K, then:

V = {Vy : y ∈ Y }

is an open cover of K. Since K is compact, there exists an m ∈ N such that for some Y =
{y1, . . . , ym} ⊂ N :

Vm = {Vyi : yi ∈ Y }

We see that:

K ⊂
m⋃
i=1

Vyi ⇒ f−1(K) ⊂ f−1

(
m⋃
i=1

Vyi

)
⇒ f−1(K) ⊂

m⋃
i=1

f−1(Vyi)

So:

f−1(Vm) = {f−1(Vyi) : yi ∈ Y }

is a finite refinement of U . Thus, f−1(K) is compact, which implies the claim.

We now move back to our discussion on group actions with the following definition.
Definition 1.2.19. A right group action Φ of G on a topological space M is called proper if the
map:

Ψ : M ×G −→M ×M

(p, g) 7−→ (p, p · g)

is proper.
We then have the following two corollaries

Corollary 1.2.4. Let Φ be a proper right group action of G on a topological space M , where M is
locally compact and Hausdorff. Then the aforementioned map Ψ is closed, and M/G is Hausdorff.

Proof. Lemma 1.2.7 shows that Ψ is closed, then, Corollary 1.2.3 shows that M/G is Hausdorff.

Corollary 1.2.5. Let Φ be a right group action of G on a Hausdorff space M . If G is compact,
then Φ is proper.
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Proof. Let K ⊂ M × M be compact, then π1(K) is a compact subset of M . Furthermore, since
M is Hausdorff, K is closed in M × M , so by continuity Ψ−1(K) is closed and M × G. Finally,
since Ψ(x, g) ∈ K implies that x ∈ π1(K), we have that Ψ−1(K) ⊂ L×G. Since L×G is compact
because G is compact, and Ψ−1(K) is closed, Ψ−1(K) is a compact as well, hence Φ is a proper
map.

We are now finally in the position to determine when M/G is a smooth manifold. We need the
following definition:
Definition 1.2.20. Let M be a smooth manifold, and G a Lie group. A right action Φ of G on
M is then called principal if the action is free and the map Ψ, as defined earlier, is closed.

We also need the following facts about submersions:
Lemma 1.2.9. Let F : M → N be a surjective submersion between smooth manifolds. Then F
admits smooth local sections, i.e. for each x ∈ N there exists an open neighborhood V ⊂ N of x,
and a smooth map s : V →M , called a local section of F , such that:

F ◦ s = IdV

Proof. Let x ∈ N be arbitrary, and choose a point p ∈ F−1(x). Then using the coordinate charts
from Theorem 1.1.2, we have that the coordinate representation of F , F c is given by:

F c(x1, . . . , xn+k) = (x1, . . . , xn)

Any smooth map s : U →M , with the coordinate representation:

sc(x1, . . . , xn) = (x1, . . . , xn, s1(x1, . . . , xn), . . . , sk(x1, . . . xn))

where si ∈ C∞(U), then satisfies the criteria.

Lemma 1.2.10. Let F : M → N be a surjective submersion. Then a map G : N → Q is smooth
if and only if G ◦ F : M → Q is smooth. Furthermore, G is a submersion if and only if G ◦ F is a
submersion, and G is surjective if and only if G ◦ F is surjective.

Proof. If G is smooth, then G◦F is smooth. Conversely, assume that G◦F is smooth. By Lemma
1.2.9, for any x ∈ N there exists an open neighborhood V ⊂ N and a smooth local section of F ,
s : V →M . On V we have that F ◦ s = IdV , so:

(G ◦ F ) ◦ s = G

Hence G must be smooth on V as it is the composition of smooth maps. Since smoothness is a
local criterion, and this holds for arbitrary x ∈ N , we have that G is smooth on all of N .

G being surjective and a submersion is clear from the properties of F .

Theorem 1.2.4. Let Φ be a principal right action of G on M . Then M/G has the unique structure
of a smooth manifold such that π : M →M/G is a smooth submersion.

Proof. Since the action is free, we have that Ψ is injective. Indeed, let (q, h), (p, g) ∈M ×G, such
that:

(p, p · g) = (q, q · h)

then p = q, so:

(p, p · g) = (p, p · h)

This then implies that φp(g) = φp(h), where φp is the orbit map. However, the orbit map is
injective for all p ∈ M so g = h, thus Ψ is injective. We want to show that this map is an
immersion; by Proposition 1.2.17, the differential of Ψ is given by:

D(p,g)Ψ(X,Y ) = (X,DpRg(X) + µ̃G(Y )p·g)
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for (p, g) ∈M ×G, and (X,Y ) ∈ TpM ⊕TgG. If D(p,g)(X,Y ) = 0, then X = 0, which implies that
µG(Y ) must be zero, hence Y = 0, thus the kernel of the differential is trivial for all (p, g) ∈M×G,
so Ψ is an immersion.

Since Ψ is injective, it’s also a bijection onto it’s image, R ⊂M ×M . Let Ψ−1 : R→M ×G
be the inverse of Ψ. This map is continuous, since for any closed subset U ⊂M ×G, we have that
Ψ(U) is closed in M × M . Since Ψ : M × G → R is continuous with continuous inverse, it is a
homeomorphism, and thus and embedding. R is then a closed embedded manifold of M ×M .

Finally, we see that Ψ is a submersion onto it’s image R, and that the composition:

π1|R ◦Ψ : M ×G→M

is just the map π1 : M × G → M , and thus a submersion. From Lemma 1.2.10 we see that
π1|R must then be submersion as well. Godement’s Theorem, Theorem 1.2.3, then proves the
claim.

Corollary 1.2.6. Suppose that Φ is a free and principal right action of G on M . Then:

dim(M/G) = dimM − dimG

In particular, the kernel of the differential:

Dpπ : TpM −→ T[p]M/G

at a point p ∈M is equal to the tangent space TpOp of the G-orbit through p.

Proof. Since π is a submersion, every [p] ∈ M/G is a regular value value of π. By Theorem
1.1.1, this implies that π−1([p]) = Op is an embedded submanifold of M . Therefore, φp : G→M ,
is an embedding, and hence a homeomorphism onto it’s image. This implies that dimOp = dimG,
so:

dimG = dimM − dim(M/G)⇒ dim(M/G) = dimM − dimG

as desired. Furthermore, take any curve in Op such that γ(0) = p, and γ̇(0) = X ∈ TpOp ⊂ TpM ,
then we see that:

Dpπ(X) = d

dt

∣∣∣
t=0

π(γ(t))

= d

dt

∣∣∣
t=0

[p]

=0

hence TpOp ⊂ ker(Dpπ), but these two vector spaces have the same dimension, so TpOp =
ker(Dpπ), as desired.

Finally, we see that for a free right action Φ of G on M , the preimage of the map Ψ−1(p, q)
is either empty or a singleton set, and thus compact. Lemma 1.2.8 then implies that principal
right actions are proper right actions, and then Corollary 1.2.4 shows that free proper actions
are principal right actions, hence the two are equivalent. This gives us our final corollaries:
Corollary 1.2.7. Suppose that Φ is right action of G on a smooth manifold M . The action is
principal if and only if it is free and proper.
Corollary 1.2.8. Suppose that Φ is a free right action of G on a smooth manifold M . If G
compact, Φ is principal.

The preceding corollary demonstrates that if G is a compact Lie group acting freely on a smooth
manifold M , then M/G is a smooth manifold as well.
Example 1.2.15. Denote by S3 the three sphere. It is easy to see that S1 = U(1) and is thus a
Lie group. We would like to show that S3/S1 is a quotient manifold diffeomorphic S2. This specific
example is often called the Hopf fibration. First note that:

S3 = {(z1, z2) ∈ C2 : z1z̄1 + z2z̄2 = |z1|2 + |z2|2 = 1}
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and that:

S1 = {w ∈ C : ww̄ = 1}

implying that w = eiθ for some θ ∈ [0, 2π). Hence, we define a right action on S3 by:

S3 × S1 −→ S3

(z1, z2, e
iθ) 7−→ (z1e

iθ, z2e
iθ)

The action above is smooth as it is just multiplication in C in both coordinates, and has image in
S3 as:

z1e
iθ(z1e

iθ)∗ + z2e
iθ(z2e

iθ)∗ =z1e
iθ z̄1e

−iθ + z2e
iθ z̄2e

−iθ

=z1z̄1 + z2z̄2

=1

Since multiplication in C is abelian, and S1 is abelian, it follows that the action can be viewed as
either right or left. Furthermore, the action is free, as for arbitrary w, u ∈ S1, and z ∈ C we have
that if:

z · w = z · u

then:

z̄z · w = z̄z · u

Since z̄z is just a real number, we can divide out on both sides to obtain:

w = u

Hence if φp is the orbit map for some p = (z1, z2) ∈ S3 we have that if:

φp(u) = φp(v)

for some u,w ∈ S1, then:

(z1 · u, z2 · u) = (z1 · w, z2 · w)

so u = w, and the action is free. Since S1 is compact, it then follows from Corollary 1.2.8 that
the action of S1 on S3 is principal, so S3/S1 is a smooth manifold. We need to show that S3/S1 is
diffeomorphic to S2. By identifying C with R2 we see that:

S2 = {(w, x) ∈ C × R : |w|2 + x2 = 1}

thus motivating the map:

F : S3/S1 −→ S2

[(z1, z2)] 7−→ (2z1z̄2, 2|z1|2 − 1) ∈ C × R

The map is clearly well defined, and has image in S2 as:

|2z1z̄2|2 +
(
2|z1|2 − 1

)2 =4|z1|2|z2|2 + 4|z1|4 − 4|z1|2 + 1
=4|z1|2(1− |z1|2) + 4|z1|4 − 4|z1|2 + 1
=1

Furthermore, the map is smooth as it consists of conjugation and multiplication in C. We check
that the map is injective. Let [z1, z2], [w1, w2] ∈ S3/S1, then:

2|z1|2 − 1 = 2|w1|2 − 1 =⇒ |z1|2 = |w1|2 =⇒ z1 = w1e
iθ

for some θ ∈ R. Therefore:

z1z̄2 = w1w̄2 =⇒ z1z̄2 = e−iθz1w̄2 =⇒ z̄2 = e−iθw̄2 =⇒ z2 = eiθw2
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Thus if F ([z1, z2]) = F ([w1, w2]) we have that [z1, z2] = [w1, w2] as (z1, z2) = (w1e
iθ, w2e

iθ) so F
is injective. Furthermore, if (w, y) ∈ S2 ⊂ C × R, we see that15:

(z1, z2) =

i√1
2(1− y), 1

2
iw̄√

1
2 (1− y)


satisfies:

F ([z1, z2]) = (w, y)

as:

2|z1|2 − 1 = (1 + y)− 1 = y

and:

2z1z̄2 =
√

1
2(1− y) · w√

1
2 (1− y)

= w

Furthermore, (z1, z2) ∈ S3 as:

|z1|2 + |z2|2 =1
2(1− y) + 1

4
|w|2

1
2 (1− y)

=1
2(1− y) + 1

2
(1− y)(1 + y)

(1− y)

=1
2(1− y) + 1

2(1 + y)

=1

This then implies that F is surjective, and thus a smooth bijection.
We now wish to calculate the differential DpF and show it is an isomorphism of tangent spaces.

Let γ : I → S3/S1 be a smooth curve, then for all t ∈ I we have that:

γ(t) = [z1(t), z2(t)]

for curves z1, z2 in C satisfying:

|z1(t)|2 + |z2(t)|2 = 1

Then:

γ̇(t) = Dz1(t),z2(t)π(ż1(t), ż2(t))

which we denote by [ż1(t), ż2(t)]. Note that if γ(t) is constant, then:

γ(t) = (z1, z2) · eif(t)

for some real valued function f : I → R. This implies that the kernel of Dz1(t),z2(t)π is given by:

kerDz1(t),z2(t)π = {(X1, X2) ∈ Tz1,z2S3 : ∃y ∈ R, (X1, X2) = (iyz1, iyz2)}

where:

Tz1,z2S3 = {(X1, X2) ∈ C2 : Re(z̄1X1 + z̄2X2) = 0}

It is important to note that these are both real vector spaces/subspaces. Let ż1(0) = X1 and
ż2(0) = X2 with z1(0) = z1, and z2(0) = z2, then we see that:

d

dt

∣∣∣
t=0

2z1(t)z̄2(t) = 2(X1z̄2 + z1X̄2) (1.2.12)

15This choice fails when y = 1, but that is ok, as if y = 1, then w = 0, and (1, 0) ∈ S3 maps to (0, 1).
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and that:
d

dt

∣∣∣
t=0

2|z1(t)|2 − 1 = 2(X1z̄1 + X̄1z1) (1.2.13)

So the differential is given by:

D[z1,z2]F ([X1, X2]) = 2(X1z̄2 + z1X̄2, X1z̄1 + X̄1z1)

It suffices to show that the map is injective as TpS3/S2 and TF (p)S2 have the same dimension. In
this case, that is equivalent to checking that D[z1,z2]F is zero only when (X1, X2) ∈ kerD(z1,z2)π.
It is easy to that if (X1, X2) ∈ kerD(z1,z2)π that D[z1,z2]F is zero. Let (X1, X2) ∈ Tz1,z2S3 for both
z1, z2 6= 0, and suppose that D[z1,z2]F [X1, X2] = 0. Then setting equation (1.2.13) to zero gives:

X1z̄1 =− X̄1z1

=− (X1z̄1)∗

so X1z̄1 is purely imaginary, and thus can be written as:

X1z̄1 = ia

for some a ∈ R. Now let:

y = a

|z1|2

for some y ∈ R, thus X1 can be written as:

X1 = iyz1 (1.2.14)

since:

X1z̄1 = iyz1z̄1 = i
a

|z1|2
|z1|2 = ia

Using the fact that (X1, X2) ∈ S3 we have that:

Re(z̄1X1 + z̄2X2) = 0 =⇒ z̄1X1 + z1X̄1 + z̄2X2 + z2X̄2 = 0

By (1.2.14) we have that this reduces to:

z̄2X2 + z2X̄2 = 0

Then the same argument used for X1 demonstrates that:

X2 = ivz2

for some v ∈ R. Finally setting (1.2.12) to zero gives:

0 =X1z̄2 + z1X̄2

=iyz1z̄2 − ivz1z̄2

=iz1z̄2(v − y)

implying that v = y, hence:

(X1, X2) = (iyz1, iyz2)

for some y ∈ R, so (X1, X2) ∈ kerDz1,z2π, and Dz1,z2F is injective for all z1, z2 6= 0. Furthermore,
if z1 = 0, then the differential is given by:

D[0,z2]F ([X1, X2]) =2(X1z̄2, 0)

which is only zero if X1 is zero. We then obtain that:

Re(X2z̄2) = 0 =⇒ X2 = iyz2

for some y ∈ R, so again (X1, X2) ∈ kerDz1,z2π, hence D[0,z1]F is injective. Finally, if z2 = 0, then
we see that:

D[z1,0]F ([X1, X2]) = 2(z1X̄2, X1z̄1 + X̄1z1)

which is only zero if X2 is zero, and, as shown earlier, X1 = iyz1 for some y ∈ R hence (X1, X2) ∈
kerDz1,z2π and D[0,z1]F is injective. This then implies that DpF is injective for all p ∈ S3/S1,
thus DpF is an isomorphism for all p, so F is a diffeomorphism. Therefore, S3/S1 ∼= S2 as desired.
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1.2.6 Representations
In 1.2.4, we initially motivated group actions on manifolds by briefly mentioning representations;
we are now ready to study this concept in detail. We will be particularly interested in represen-
tations of G on its Lie algebra g, and the existence of G-invariant scalar products on V . These
ingredients will prove important for our work on Yang-Mills, as they are needed to construct the
Yang-Mills action.
Definition 1.2.21. Let V be an n-dimensional K-linear vector space for some field K, and G a
Lie group. A representation of G on V is a Lie group homomorphism:

ρ : G −→ GL(V )

where GL(V ) is isomorphic to GLn(K), where K is the field
If the representation is clear, we sometimes write:

ρ(g)(v) = ρ(g) · v = g · v = gv

for g ∈ G and v ∈ V . Furthermore, by the properties of the a Lie group homomorphism, the
following identities are automatic:

ρ(g · h)(v) = ρ(g) ◦ ρ(h)(v) = ρ(g) ◦ ρ(h)v
ρ(g−1)(v) = ρ(g)−1(v) = ρ(g)−1v

for all g, h ∈ G, and all v ∈ V .
Definition 1.2.22. A representation is called faithful if ρ is injective.

We have a similar definition for Lie algebras:
Definition 1.2.23. Let V be an n-dimensional K−linear vector space for some field K, and g a
Lie algebra. A representation of g on V is a Lie algebra homomorphism:

φ : g −→ gl(V ) = End(V )

In particular, a Lie algebra representation is a linear map such that:

φ ([X,Y ]) = [φ(X), φ(Y )]

for all X,Y ∈ g.
Proposition 1.2.18. Let ρ : G→ GL(V ) a representation of a Lie group G on some vector space
V . Then the differential ρ∗ : g→ End(V ) is a representation of the Lie algebra g

Proof. This follows trivially from Proposition 1.2.5.

Definition 1.2.24. Let ρ : G → GL(V ) be a representation of G on a vector space V equipped
with a (pseudo)-Euclidean scalar product of signature (t, s), 〈·, ·〉. We say that ρ is (pseudo)-
orthogonal if for all v, w ∈ V , and all g ∈ G:

〈ρ(g)v, ρ(g)w〉 = 〈v, w〉

Equivalently, the image of ρ lies in O(t, s).
Theorem 1.2.5. Let ρ be a representation of G on V ∼= Rn equipped with a Euclidean scalar
product, 〈, 〉. Then, if G is compact, there exists another Euclidean scalar product on V such that
ρ is an orthogonal representation with respect to the new scalar product.

Proof. Let G have dimension n, and let {Xi, . . . , Xn} be a basis for TeG, then and let {ω̃i, . . . , ω̃n}
denote its dual basis. Then we obtain a set of right invariant one forms on G defined for all g ∈ G
via:

ωig(v) = R∗g−1 ω̃(v) = ω̃(Rg−1∗v)
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where v ∈ TgG. It is clear that {ω1, . . . , ωn} is a global frame of right invariant one forms, hence,
the top form:

σ = ω1 ∧ · · · ∧ ωn

is globally defined, and nowhere vanishing; in other words, σ is an orientation form on G. We
assume that orientation on G agrees with σ16, so that:∫

G

σ > 0

We define a smooth τv,w : G→ R, by:

τv,w(g) = 〈ρ(g)v, ρ(g)w〉

and use τv,w to define a new scalar product on V by:

η(v, w) =
∫
G

τv,wσ

for all v, w ∈ V . Note that η is finite, since G is compact
We first show that this indeed a Euclidean scalar product. Clearly, η is symmetric and bilinear

because 〈·, ·〉 is symmetric and bilinear, and integration is linear. Furthermore, note that 〈v, v〉 > 0
for all non zero v ∈ V , so for any non zero v ∈ V , τv,vσ is a positively oriented orientation form.
Thus, by Theorem 1.1.5:

η(v, v) =
∫
G

τv,vσ > 0

implying that η is positive definite. Therefore, η is a Euclidean scalar product.
We now check that ρ is an orthogonal representation with respect to η. Let g ∈ G be fixed,

then we see that:

R∗g−1τρ(g)v,ρ(g)w(h) =τρ(g)v,ρ(g)w(hg−1)
=〈ρ(hg−1)ρ(g)v, ρ(hg−1)ρ(g)w〉
=〈ρ(h)v, ρ(h)w〉
=τv,w(h)

where we have used the fact that ρ is a homomorphism. Since σ is right invariant, we then obtain
that:

R∗g−1(τρ(g)v,ρ(g)wσ) = τv,wσ

Then, since R∗g−1 is an orientation preserving isomorphism, by Theorem 1.1.5 we see that for all
g ∈ G, and all v, w ∈ V :

η(ρ(g)v, ρ(g)w) =
∫
G

τρ(g)v,ρ(g)wσ

=
∫
G

R∗g−1(τρ(g)v,ρ(g)wσ)

=
∫
G

τv,wσ

=η(v, w)

so ρ is orthogonal with respect to η.

It is important to note that the same process will not in general work if V is equipped with
a pseudo Euclidean scalar product. Indeed, let V = R2, and equip V with the pseudo Euclidean
scalar product:

η(x, y) = x1y1 − x2y2

16If it does not, just swap ω1 with ω2 to pick up a minus sign.
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Then, let G = Z/2Z and let ρ : Z/2Z→ GL(V ) be the representation given by:

ρ(0) =
(

1 0
0 1

)
, ρ(1) =

(
0 1
1 0

)
The new scalar product would be given by:

ω(x, y) =η(ρ(0)x, ρ(0)y) + η(ρ(1)x, ρ(1)y)
=x1y1 − x2y2 + x2y2 − x1y1

=0

hence ω is identically zero on R2, and thus clearly degenerate, which is less than ideal.
Proposition 1.2.19. Let V be an R-linear vector space, equipped with a Euclidean scalar product
〈·, ·〉, and ρ : G→ GL(V ) be a (pseudo) orthogonal representation. Then ρ∗ : g→ End(V ) satisfies:

〈ρ∗Xv,w〉+ 〈v, ρ∗Xw〉 = 0

for all X ∈ g, and all v, w ∈ V .

Proof. From Proposition 1.2.9, we have that for all X ∈ g:

ρ(exp(tX)) = exp(tρ∗X)

hence, for all v, w ∈ V :

〈v, w〉 =〈ρ(exp(tX))v, ρ(exp(tX))w〉
=〈exp(tρ∗X)v, exp(tρ∗X)w〉

Differentiating at t = 0 we obtain that:

〈ρ∗Xv,w〉+ 〈v, ρ∗Xw〉 = 0

implying the claim.

We now turn to developing a very special type of representation, that is a representation of G
on it’s own Lie algebra. Recall the conjugation map:

cg : G −→ G

h 7−→ ghg−1

we can also right:

cg = Lg ◦Rg−1

This map is clearly a diffeomorphism, as it has a smooth inverse given by cg−1 . Furthermore, the
map is a homomorphism, as for all hi ∈ G, we have that:

cg(h1) · cg(h2) = gh1g
−1gh2g

−1 = gh1h2g
−1 = cg(h1h2)

so cg is a Lie group isomorphism, and thus cg∗ : g → g is a Lie algebra isomorphism, motivating
our next theorem.
Theorem 1.2.6. The map:

Ad : G −→ GL(g) = Aut(g)
g −→ Adg = cg∗

is a representation of G on g, called the adjoint representation.
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Proof. Let g, h ∈ G, then:

cg ◦ ch =
(
Lg ◦Rg−1

)
◦ (Lh ◦Rh−1)

=Lg ◦ (Rg−1 ◦Rh−1) ◦ Lh
=Lg ◦R(gh)−1Lh

=Lgh ◦R(hg)−1

=cgh

hence:

Adg ◦Adh =cg∗ ◦ ch∗
=(cg ◦ ch)∗
=Adgh

so Ad is a homomorphism. We now need to show that Ad is a smooth map. We need only show
that the map:

Ad(•)(v) : G −→ g

is smooth for all v ∈ g, because if we choose a basis for g then Ad is a smooth matrix representation
into GLdim g(R) . We see the composition of smooth maps:

Ad(•)v :G −→ TG× TG −→ T (G×G) −→ TG

:g 7−→ ((g, 0), (e, v)) 7−→ ((g, e), (0, v)) 7−→ D(g,e)c(0, v)

where:

c : G×G −→ G

(g, h) 7−→ ghg−1

is equal to Ad(•)v since for all g ∈ G:

D(g,e)c(0, v) = d

dt

∣∣∣
t=0

g exp(tv)g−1

=gvg−1

=Adg(v)

Therefore, Ad(•)(v) is smooth for all v ∈ V , so the map Ad is smooth as well. Since Ad is smooth,
and a homomorphism, it follows that Ad is a Lie group homomorphism G → GL(g), and thus a
representation of G on g as desired.

We can go a step further, and obtain an induced representation of the Lie algebra on itself as
the next theorem shows.
Theorem 1.2.7. Let G be a Lie group. Then the induced representation of Ad is the map:

ad :g −→ End(g)
X −→ adX = Ad∗(X)

and satisfies:

adXY = [X,Y ]

Proof. Let X,Y ∈ g, then:

adXY = d

dt

∣∣∣
t=0

Adexp(tX)Ye

= d

dt

∣∣∣
t=0

cexp(tx)∗Ye

= d

dt

∣∣∣
t=0

Lexp(tX)∗Rexp(−tX)∗Ye

= d

dt

∣∣∣
t=0

Rexp(−tX)∗Yexp(tX)
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However, we see that:

Rexp(−tX)∗Yexp(tX) =Dexp(tX)Rexp(−tx)(Yexp(tx))
=Dθt(e)θ−t(Y (θt(e))) (1.2.15)

since the flow of X, θt satisfies:

θ(t, g) = θt(g) = Rexp(tX)g

With (1.2.15) in mind, we obtain:

adXY = d

dt

∣∣∣
t=0

Dθt(e)θ−t(Y (θt(e)))

=(LXY )e
=[X,Y ]e

as desired.

This theorem gives us the following corollary:
Corollary 1.2.9. If G is abelian, then g is abelian, i.e. for all X,Y ∈ g:

[X,Y ] = 0

Proof. If G is abelian then for all g, h ∈ G we have that:

cg(h) = h

hence Ad is the identity map on g. Furthermore, we have that:

[X,Y ]e =adXY

= d

dt

∣∣∣
t=0

Adexp(tX)Ye

= d

dt

∣∣∣
t=0

Ye

=0

which implies the claim.

We will develop more representation theory as needed throughout this paper, but for now
what we have is sufficient. We end our with the following corollary which will be vital for our
development of the Yang-Mills action.
Corollary 1.2.10. Let G be a compact Lie group, then there exist a Ad invariant Euclidean inner
product on g.

Proof. This follows from Theorem 1.2.5.
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2.1 Principal Bundles and Connections
We are now ready to put all the pieces together and set the stage for our work on gauge theory.
We begin by introducing general fibre bundles, a type of manifold that can be thought of as locally
‘looking like’ a product manifold, an idea which should feel familiar. Indeed, we have seen such
manifolds before from our work on tangent bundles, and various other tensor bundles, but in this
section we generalize this idea. From there, we will dive into principal bundles, a specific type
of fibre bundle with a Lie group action which is transitive and free on the fibres; these types of
bundles will help us make it clear what one means by a gauge transformation. We will then study
how one can obtain vector bundles from principal bundles, which will be necessary for our work
with Yang-Mills and, in particular, for our formalism of classical electromagnetism.

Connections on principal bundles, and their curvatures, will then take centre stage as the
objects of primary interest. These can be loosely thought of as generalizations of the Levi-Civita
connection, and the Riemann curvature tensor, and we will see in a later chapter how to succinctly
connect these ideas together. In particular, our connections, and curvatures can be viewed as Lie
algebra valued one and two forms on the principal bundle respectively. However, more will be true,
as we will be able to locally identify both of these objects as Lie algebra valued differential forms
on the base manifold, allowing us to view them as fields on our spacetime. We will end the chapter
by discussing covariant derivatives on associated vector bundles, which will provide us with the
necessary tools to vary the Yang-Mills action.

We continue to follow closely Hamilton’s Mathematical Gauge Theory, and, as always, a more
complete discussion can be found there.

2.1.1 Fibre Bundles
We begin with the following definition:
Definition 2.1.1. Let π : E →M be a smooth surjection between manifolds.
a) For all x ∈M , the subset Ex ⊂ E defined by:

Ex = π−1(x) = {p ∈ E : π(p) = x}

is called the fibre of π over x
b) For any subset U ⊂M , we set:

EU = π−1(U) = {p ∈ E : π(p) ∈ U}

EU can be thought of as the part of E ‘sitting over’ U , and is clearly the union of all the
fibres Ex for x ∈ U .

c) A smooth map s : M → E satisfying:

π ◦ s = IdM

is a global section of π. Furthermore, a smooth map s : U ⊂M → E satisfying:

π ◦ s = IdU

is a local section of π.
Recall our work with the tangent bundle for some n-dimensional manifold M . In this case, TM

comes equipped with a smooth projection map π : TM → M , and each fibre of π is the vector
space TxM ∼= Rn, and the smooth sections of π are vector fields. For general surjective maps
however, it need not be case that each fibre is diffeomorphic to one another, i.e in general Ex 6= Ey
for x 6= y With this in mind, we define fibre bundles as follows:
Definition 2.1.2. Let E,M,F be smooth manifolds, and π : E → M a smooth surjective map.
The quadruplet (E, π,M ;F ) is then a fibre bundle if the following holds: For each x ∈M , there
exists an open neighborhood U ⊂M around x such that π restricted to EU can be trivialized, i.e.
there exists a diffeomorphism:

φU : EU → U × F



2.1. PRINCIPAL BUNDLES AND CONNECTIONS 97

such that:

prU ◦ φU = π

where prU is the projection map U × F → U . We call:
• E the total space
• M the base manifold
• F the general fibre
• π the projection
• (U, φU ) a local trivialization or bundle charts
We see that the preceding definition guarantees that for each x, y ∈M , we have that Ex ∼= Ey.

Furthermore, the existence of bundle charts, or local trivializations makes clear what one means
by the statement: fibre bundles locally ‘look like’ product manifolds. Clearly, E = M × F , with
π = prM is a fibre bundle, albeit the easiest example of one.
Definition 2.1.3. Let (E, π,M ;F ), and (E′, π′,M ;F ′) be fibre bundles, then a bundle map or
bundle homomorphism is a smooth map Φ : E → E′ satisfying:

π′ ◦ Φ = π

A bundle isomorphism is a bundle map which is also a diffeomorphism, and if such a maps
exists we write E ∼= E′.

In other words, bundle maps leave the base manifold fix, but changes the fibres, and hence the
total space. If E ∼= M × F we say that E is a trivial bundle. We see for each local trivialization
(U, φU ), that φU is a bundle isomorphism EU → U ×F , so each EU is trivial bundle over the base
space U . Furthermore, with some algebraic topology, one can show that any fiber bundle over
some contractible manifold M is trivial; in particular, any fibre bundle over Rn is trivial.
Proposition 2.1.1. Let (E, π,M ;F ) be a fibre bundle. Then the fibres, Ex, are embedded sub-
manifolds for all x ∈M .

Proof. We know that each fibre Ex is a subset of some EU ∼= U × F , where U ⊂ M is an open
neighborhood of x. Therefore, we have that for all v ∈ TpEU :

Dpπ(v) = Dp(prU ◦ φU )(v)

Let q ∈ π−1(x), and w ∈ TxM be arbitrary, we want to find a v ∈ TqE such that Dqπ(v) = w. We
see that φU (q) = (x, f) for some f ∈ F , hence:

DqφU (v) = (vm, vf ) ∈ TxU ⊕ TfF

for some vm ∈ TxU , and some vf ∈ TfF . Therefore:

Dqπ(v) =Dx,fprU ◦DqφU (v)
=vm

Since φU is a diffeomorphism, there exists some v ∈ TqEU such that DqφU (v) = (w, vf ), hence for
this v:

Dqπ(v) = w

So the map Dqπ is a surjection onto TxM for all q ∈ π−1(x), implying that x is a regular value of
π. Thus, by Theorem 1.1.1 π−1(x) is an embedded submanifold of E.

In the process of proving the proceeding proposition, we have also shown that π is a submersion,
as each point in each fibre is a regular point of π, thus Dpπ is surjective for all p ∈ E. This allows
us to prove the following:
Proposition 2.1.2. Let (E, π,M ;F ) and (E′, π′,M ;F ′), a Φ : E → E′ a bundle homomorphism
between them. Φ is a bundle isomorphism if and only if the restriction of Φ to the fibre Ex is a
diffeomorphism for all x ∈M .
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Proof. If Φ is a diffeomorphism then the restriction of Φ to Ex is a smooth bijective map, which we
denote by Φx. Since DpΦ is an isomorphism for all p ∈ E, it follows that DpΦx is an isomorphism
for all p ∈ Ex, then Φx is a diffeomorphism for all x ∈M .

Now suppose that the restriction of Φ, Φx : Ex → E′x is a diffeomorphism for all x ∈ M .
Suppose p, p′ ∈ E such that:

Φ(p) = Φ(p′)

then p and p′ must lie in the same fibre Ex for some x ∈M . Therefore:

Φx(p) = Φx(p′)

so p = p′, and Φ is injective. Furthermore, for q ∈ E′x, such that π′(q) = x, we have that there
exists a p ∈ Ex such that Φx(p) = q. It then follows that:

Φ(p) = q

so Φ is surjective, and thus a smooth bijection.
Since Φx is a diffeomorphism, it follows that dimF = dimF ′, and since E is locally diffeomor-

phic to (U ⊂M) × F we have that:

dimE = dimM + dimF = dimM + dimF ′ = dimE′

Therefore, it suffices to check that the differential is injective at each point by rank nullity. Let
p ∈ E such that π(p) = x, then since π is a submersion, after choosing a bundle chart, TpE splits
as:

TpE ∼= TxM ⊕ TpEx

as TpEx = kerDpπ, and TxM = im Dpπ. Similarly we have that:

TpE
′ ∼= TxM ⊕ TpE′x

Therefore, any v ∈ TpE can be written as vm + ve for some vm ∈ TxM and ve ∈ TpEx. We see
that:

DpΦ(ve) = DpΦx(ve) ∈ TpE′x

which is only zero when ve is zero. Furthermore, we see that for nonzero vm:

DΦ(p)π
′ ◦DpΦ(vm) =Dp(π′ ◦ Φ)(vm)

=Dpπ(vm) ∈ TxM

which can’t be zero by assumption, implying that DpΦ(vm) /∈ kerDΦ(p)π
′. However, if DpΦ(vm) =

0 then DpΦ(vm) ∈ kerDΦ(p)π
′, so DpΦ(vm) 6= 0. Hence if:

DpΦ(v) = DpΦ(vm) +DpΦx(ve) = 0

we need both DpΦx(ve) = 0 and DpΦ(vm) = 0, which as just shown only holds if vm = 0 and
ve = 0, i.e. if v = 0. Therefore, the kernel of DpΦ is trivial for all p ∈ E, implying that Φ is a
diffeomorphism and thus a bundle isomorphism as desired.

Importantly, the above proposition relies on the fact that Φ is a a smooth map as a priori. In
general, the condition that Φ restricts to a diffeomorphism on each fibre is not enough to prove
this claim without this underlying assumption.

Much like manifolds, fibre bundles come equipped with an atlas:
Definition 2.1.4. Let (E, π,M ;F ) be a fibre bundle, and {Ui}i∈I an open covering for an M . A
bundle atlas is then the aforementioned open cover of M , with a set of bundle charts:

φi : EUi −→ Ui × F

We denote the atlas by {(Ui, φi)}i∈I
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Furthermore, for a bundle atlas we have transition functions from one local trivialization to the
next:
Definition 2.1.5. Let (Ui, φi)i∈I be a bundle atlas for the fibre bundle (E, π,M ;F ) be a fibre
bundle. If Ui ∩ Uj 6= ∅, we define the transition functions as:

φj ◦ φ−1
i

∣∣∣
(Ui∩Uj)×F

: (Ui ∩ Uj) × F −→ (Ui ∩ Uj)

For Ui, Uj ⊂M such that Ui ∩Uj 6= ∅, we denote the restriction of φi to the fibre Ex ⊂ EUi by
φix. Then, for each x ∈ Ui ∩ Uj , we see that:

φjx ◦ φ−1
ix : F −→ F

is a diffeomorphism. Therefore, we obtain the following maps:

φij : Ui ∩ Uj −→ Diff(F )
x 7−→ φjx ◦ φ−1

ix

which we also call transition functions.
Proposition 2.1.3. The transition functions {φij}ij∈I satisfy the following equations:

φii(x) =IdF for x ∈ Ui (2.1.1)
φji(x) ◦ φij(x) =IdF for x ∈ Ui ∩ Uj (2.1.2)

φki(x) ◦ φjk(x) ◦ φij(x) =IdF for x ∈ Ui ∩ Uj ∩ Uk (2.1.3)

(2.1.3) is called the cocycle condition

Proof. (2.1.1) is trivial. For (2.1.2) we see that for x ∈ Ui ∩ Uj :

φij(x) = φjx ◦ φ−1
ix

while:

φji(x) = φix ◦ φ−1
jx

Hence:

φji(x) ◦ φij(x) =(φix ◦ φ−1
jx ) ◦ (φjx ◦ φ−1

ix )
=φix ◦ φ−1

ix

=IdF

as desired. For (2.1.3), we have that for x ∈ Ui ∩ Uj ∩ Uk:

φki(x) ◦ φjk(x) ◦ φij(x) =(φix ◦ φ−1
kx ) ◦ (φkx ◦ φ−1

jx ) ◦ (φjx ◦ φ−1
ix )

=φix ◦ φ−1
ix

=IdF

so the cocycle conditions is satisfied.

Before ending our discussion on general fibre bundles, recall our work with the tangent bundle:
we began with a set, TM and a surjective map π, and then constructed a topology and smooth
structure on TM such that it was a smooth manifold. In this process, we indirectly showed that
TM is a fibre bundle; indeed, the coordinate charts for TM can be manipulated to yield bundle
charts for TM . In a similar fashion, we would like to know when we can construct a fibre bundle
out a set E, smooth manifolds M and F , and a surjective map π : E →M . We need the following
definition:
Definition 2.1.6. Let M and F be smooth manifolds, E a set, and π : E →M a surjective map.
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a) Suppose U ⊂M is open and:

φU : EU → U × F

is a bijection with:

prU ◦ φU = π|EU

then we call (U, φ) a formal bundle chart for E.
b) A collection of formal bundle charts {(Ui, φi)}i∈I which is also an open cover for M is called

a formal bundle atlas.
c) The charts in formal bundle atlas are smooth compatible if all transition functions:

φj ◦ φ−1
i : (Ui ∩ Uj) × F → (Ui ∩ Uj) × F

are diffeomorphisms.
With this definition we end with the following theorem:

Theorem 2.1.1. Let M and F be smooth manifolds, E a set, and π : E → M a surjective map.
Suppose that {(Ui, φi)}i∈I is a smoothly compatible formal bundle atlas. Then there exists a unique
topology and smooth structure on E such that (E, π,M ;F ) is a fibre bundle.

Proof. The proof of this theorem is similar to Proposition 1.1.3, albeit with a few changes. We
first define a basis for E by noting that M has a countable basis for it’s topology {Vi}i∈N, and that
each Vi in this basis is contained in a bundle chart by definition. Therefore, since each Vi ⊂ Uj for
some j, we define a new formal bundle atlas by taking {(Vi, ψi)}i∈N, where ψi is the restriction of
φj to EVi . Now let {Wi}i∈N be a countable basis for F , we construct a basis for the topology of E
by:

{ψ−1
i (Vi ×Wj)}i,j∈N

This basis is clearly countable, so E is second countable. Furthermore, let p, q ∈ E such that
p 6= q, if π(q) = π(p) = x, then p, q ∈ Ex, implying that p, q ∈ EVi for some Vi. The topology
on F is Hausdorff, so it follows that there exists disjoint open set Wl,Wj ∈ {Wi}i∈N, such that
p ∈ ψ−1(Vi × Wl), and q ∈ ψ−1(Vi × Wj). If π(p) 6= π(q), then, since the topology on M is
Hausdorff there exist disjoint open sets Vi, Vj , such that π(p) ∈ Vi and π(q) ∈ Vj . Thus for some
non empty Wk ∈ {Wi}i∈N, p ∈ ψ−1(Vi ×Wk) and q ∈ ψ−1(Vj ×Wk), both of which are disjoint,
so with this topology E is Hausdorff.

Let O ⊂ Ui × F be open for some Ui ∈ {Ui}i∈I . Then there exists some open V ⊂ Ui and
W ⊂ F such that:

O = V ×W

V must be the union of some subfamily of {Vi}i∈N such that each Vi ⊂ Ui, and W must be the
union of some subfamily of {Wi}i∈N, with this in mind we have:

O =
⋃

k∈K,j∈J

Vk ×Wj

where K and J are the indexing sets of the aforementioned subfamilies. Therefore, since each ψk
is just φi restricted to Vk :

φ−1
i (O) =

⋃
k∈K,j∈J

ψ−1
k (Vk ×Wj)

so φ−1
i is a continuous bijection. We see that this map is also open as if O ⊂ EUi is open then:

O =
⋃

k∈K,j∈J

ψ−1
k (Vk ×Wj)
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for some subfamilies of {Vi}i∈N, {Wi}i∈N indexed by K and J respectively. Therefore, again since
each ψk is just φi restricted to Vk :

φ(O) =
⋃

k∈K,j∈J

φi(ψ−1
k (Vk ×Wj))

=
⋃

k∈K,j∈J

Vk ×Wj

which is open in Ui × F . Thus, since φi is an open continuous bijection, it is a homeomorphism.
Therefore, our basis defines a topology on E where our formal bundle atlas is a collection of
homeomorphisms.

Let p ∈ E such that π(p) ∈ Ui for some Ui ∈ {Ui}i∈I . Then there exists an open neighborhood
of S such that S ⊂ EUi and φi(S) is then open in Ui × F . We can make S small enough such
that φ(S) is contained in a coordinate chart for the product smooth manifold Ui × F , hence E is
locally Euclidean.

We have shown that with the topology defined above, E is Hausdorff, second countable, and
locally Euclidean, and thus a topological manifold. It remains to be shown that E is a smooth
manifold. For each Ui×F , let {(Oij , ψij)}j∈J be the product smooth atlas for the smooth manifold
Ui × F . Then, the collection:

{EUi , ψij ◦ φi}i∈I,j∈J

covers E, and is smoothly compatible since the transition functions:

ψij ◦ φi ◦ φ−1
k ◦ ψ

−1
kl : ψkl(Okl ∩Oij) −→ ψij(Okl ∩Oij)

are smooth, as φi ◦φ−1
k is a diffeomorphism, and each ψij is a local diffeomorphism by assumption.

This clearly defines a smooth atlas for E such that each φi : EUi → Ui × F is a diffeomorphism,
hence π is smooth as well, as locally π is the composition of prUi ◦ φi. Therefore, the quadruplet
(E, π,M ;F ) is a fibre bundle by Definition 2.1.2 as desired.

2.1.2 Principal Bundles
We are now in a position to define principal bundles. As mentioned earlier, these are essentially
fibre bundles with a right group action of some Lie group G which acts transitively and freely
on the fibres, though we will place extra restrictions on the bundle atlas. If G acts simply and
transitively on the fibres, then this implies that the fibres are diffeomorphic to G. Importantly,
the fibres will not be isomorphic to G in the sense of Lie groups.
Definition 2.1.7. Let G be a Lie group, M a a smooth manifold, and (P, π,M ;G) a fibre bundle
with a smooth right action of G. P is called a principal bundle if:
a) The action of G preserves the fibres of P , and G is transitive and free on them. In other

words, for all x ∈M , the action of G restricts to:

Px ×G→ Px

and the orbit map:

G −→ Px

g 7−→ p · g

is a bijection.
b) The exists a bundle atlas {(Ui, φi)}i∈I for P satisfying:

φi(p · g) = φi(p) · g ∀p ∈ PUi , g ∈ G

where G acts on the right hand side for φi(p) = (x, h) ∈ Ui ×G by:

(x, h) · g = (x, hg)

such an atlas is called a principal bundle atlas.
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We call G the structure group of P .
As the next proposition shows, the transition functions for a principal bundle atlas take values

in G ⊂ Diff(G), and act on G by left multiplication.
Proposition 2.1.4. Let P be a principal bundle over M with structure group G, and {(Ui, φi)}i∈I
a principal bundle atlas. The transition functions take values in G ⊂ Diff(G):

φij : Ui ∩ Uj −→ G ⊂ Diff(G)
x 7−→ φjx ◦ φ−1

ix

where g ∈ G acts as a diffeomorphism on G through left multiplication:

g(h) = g · h

Proof. We first want to show that φ−1
ix : G → Px is G-equivariant. By assumption we have that

φix : Px → G is a diffeomorphism hence for some p ∈ Px, and some g ∈ G we have that:

φix(p) = g

Furthermore, since φix is G-equivariant, we have that for some h ∈ G:

φix(p · h) = φix(p) · h = g · h

This implies that:

φ−1
ix (g) = p and φ−1

ix (g · h) = p · h

hence:

φ−1
ix (g · h) = φ−1

ix (g) · h

thus φ−1
ix is G-equivariant as well. We now see that the transition function:

φij : Ui ∩ Uj −→ G ⊂ Diff(G)
x 7−→ φjx ◦ φ−1

ix

satisfy the following condition for all x ∈ Ui ∩ Uj , and g, h ∈ G:

φij(x)(g · h) =φjx ◦ φ−1
ix (g · h)

=φjx(φ−1
ix (g) · h)

=(φjx ◦ φ−1
ix (g)) · h

=φij(x)(g) · h

Therefore, for some g ∈ G, and some x ∈ Ui ∩ Uj :

φij(x)(e) = g

hence for any h ∈ G:

φij(x)(h) =φij(x)(e) · h
=g · h
=g(h)

Thus the transition functions take values in G ⊂ Diff(G), and act on G via left multiplication.

Proposition 2.1.5. Let π : P →M be a smooth submersion between the smooth manifolds P and
M . Furthermore, let G be a Lie group which acts on P from the right, and preserves the fibres of
π, and is free and transitive on them. Then, P is a principal bundle.
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Proof. We need only show that we can construct a principal bundle atlas, as that will automatically
imply that (P, π,M ;G) is a fibre bundle, and thus a principal bundle. As π is a smooth submersion,
by Lemma 1.2.8 there exists a covering {Ui}i∈I of M such that each Ui admits a local section
s : Ui → PUi of π. Let U ∈ {Ui}i∈I , and s : U → PU be a local section. We now need to show that
the map:

ψ : U ×G −→ PU

(x, g) 7−→ s(x) · g

is a G-equivariant diffeomorphism. It is smooth as the composition of smooth maps, and we see
that:

ψ(x, gh) = s(x) · (gh) = ψ(x, g) · h

hence ψ is also G-equivariant.
For (x, g), (y, h) ∈ U ×G, we have that:

ψ(x, g) = ψ(y, h) =⇒ s(x) · g = s(y) · h

The action of G preserves fibres, so ψ(x, g) and ψ(y, g) must be in the same fibre. However, by
the same logic, this implies that s(x) and s(y) must lie in the fibre, i.e.:

π ◦ s(x) = π ◦ s(y)

but s is a local section, so x = y, and s(x) = s(y). Furthermore, since G acts freely on the fibres
we have that g = h as well, hence ψ is injective. For q ∈ PU , we have that π(q) = x for some
x ∈ U , and that s ◦ π(q) = p for some p ∈ Px. Then, since the action of G is transitive on the
fibres, we have that there exists a g ∈ G such that:

ψ(x, g) = s(x) · g = p · g = q

hence ψ is surjective, thus ψ is a bijection.
Since π is a smooth submersion, we know that each Px is an embedded submanifold of P with

dimPx = dimG. Furthermore, by Theorem 1.1.1 we have that:

dimG = dimP − dimM ⇒ dimP = dimM + dimG

Since U×G has dimension dimM+dimG, and PU is open in P , if we can show that the differential:

D(x,g)ψ : TxU × TgG −→ T(s(x)·g)PU

has trivial kernel for all x, g ∈ U ×G, then by rank-nullity the differential will be an isomorphism,
so ψ will be a diffeomorphism. We see that for (X,Y ) ∈ TxU × TgG, that the differential of ψ is
given by Proposition 1.2.17:

D(x,g)ψ(X,Y ) = Dx(Rg ◦ s)(X) + µ̃G(Y )s(x)·g

We first see that:

Rg ◦ s = s(x) · g

is another another section as G preserves the fibres of π, hence:

π ◦ (Rg ◦ s) = Id

So by the chain rule:

Ds(x)π ◦Dx(Rg ◦ s) = IdTxU

Suppose now that Dx(Rg ◦ s)(X) = 0 for some X 6= 0, then we see that:

Ds(x)·gπ ◦Dx(Rg ◦ s)(X) = 0
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a contradiction, so Dx(Rg ◦s) is injective, and the image of Dx(Rg ◦s) intersected with kerDs(x)·gπ
is the zero vector. Since the action of G is free and transitive on the fibres, we have that the map:

TgG −→ Ts(x)·gPx

Y 7−→ µ̃G(Y )s(x)·g

is an isomorphism. Furthermore, let γ(t) be a curve in Px such that γ(0) = s(x) · g, and γ̇(0) =
Z ∈ Ts(x)·gPx, then:

Ds(x)·gπ(Z) = d

dt

∣∣∣
t=0

π(γ(t))

= d

dt

∣∣∣
t=0

x

=0

so Ts(x)·gPx ⊂ kerDs(x)·gπ. This then implies that the only way for D(x,g)ψ(X,Y ) to be zero is if:

Dx(Rg ◦ s)(X) = 0 and µ̃G(Y )s(x)·g = 0

However, as we have just shown, the only way these can both zero is if X = Y = 0, implying that
D(x,g)ψ is injective as desired.

Therefore, ψ is a G equivariant diffeomorphism, and for each {Ui}i∈I :

ψi : Ui ×G −→ PUi

(x, g) 7−→ si(x) · g

is a G equivariant diffeomorphism. The collection {(Ui, ψ−1
i )}i∈I is then a principal bundle atlas,

as desired.

Our work in the preceding proposition gives the following the corollary:
Corollary 2.1.1. Let M be a smooth manifold, and Φ be a principal right action of G on M .
Then M is a principal bundle over M/G with structure group G

Proof. By Theorem 1.2.4, π : M →M/G is a smooth submersion. In particular, the fibres of π
are preserved by G, and G acts freely and transitively on them. By Lemma 1.2.9, we have that π
admits local sections, so we can construct a principal bundle atlas in the same way as Proposition
2.1.5, and the claim follows from the definition of fibre bundles and principal bundles.

Furthermore, Proposition 2.1.5 implies that any fibre bundle with a right group action which
preserves the fibres, and is simply transitive on them is a principal G bundle, as the projection
from the total space to the base space is always a surjective submersion.
Example 2.1.1. By Corollary 2.1.1, we see that the Hopf fibration from Example 1.2.15 is a
principal bundle over S2, where the total space is S3 and the structure group is S1.

We would like to obtain a converse to Corollary 2.1.1, i.e. that every principal bundle can
be thought of as a quotient manifold. We need the following proposition:
Proposition 2.1.6. Let P be a principal bundle over M , with structure group G. Then, the right
action of G on P is principal.

Proof. By assumption, the action of G is free, so we need only show that the map:

Ψ : P ×G −→ P × P

(p, g) 7−→ (p, p · g)

is closed. We will employ the sequence definition of closed sets to prove this, i.e. that a set A is
closed if it contains all of its limits points. Let A ⊂ P ×G be a closed set, and (pi, qi)i∈N ∈ Ψ(A)
a sequence converging to (p, q) ∈ P ×P . Since the action of G preserves the fibres, and is free and
transitive on them, we have that there exists a sequence gi ∈ G such that qi = pi · gi. If we can
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show that gi converges to g ∈ G, then the sequence (pi, gi) converges in A as A is closed, and thus
(p, q) ∈ Ψ(A) so Ψ(A) will be closed as well.

Let π(p) = x, and U an open neighborhood of x with bundle chart:

φ : PU −→ U ×G

Since (pi, qi) is a convergent sequence, there exists an N such that for all i ≥ N , pi, qi ∈ PU . For
some sequence xi ∈ U , and hi ∈ G converging to x and h respectively, we can then write:

φ(pi) =(xi, hi)
φ(qi) =(xi, higi)
φ(p) =(x, h)

Since qi → q and xi → x, we find that:

φ(q) = (x, h′)

for some h′ ∈ G. We see that the sequence gi is then given by:

gi = h−1
i (higi)

Therefore, since hi converges to h, and higi converges h′, we have that gi converges to h−1h′. As
mentioned earlier, A is closed so since the sequence (pi, gi) converges to (p, h−1h′) we have that
(p, h−1h′) ∈ A. We see that:

Ψ(p, h−1h′) = (p, p · (h−1h)) (2.1.4)

and note that:

φ(p · (h−1h)) = (x, h′) = φ(q)

Then since φ is injective, (2.1.4) reduces to:

Ψ(p, h−1h′) = (p, q)

Therefore (p, q) ∈ Ψ(A), so Ψ(A) is closed and Ψ is a closed map, making the action of G a
principal right action, as desired.

Corollary 2.1.2. Let P be a principal bundle over M with structure group G. Then P/G has
the unique structure of a smooth manifold such that πQ : P → P/G is a smooth submersion. In
particular:

P/G ∼= M

as smooth manifolds.

Proof. By Proposition 2.1.6 the right action of G on P is principal, hence by Theorem 1.2.4
P/G has the unique structure of a smooth manifold such that πQ : P → P/G is a smooth
submersion.

We now need to show that P/G and M are diffeomorphic. Let x ∈ M , and p ∈ π−1(x), then
since G is free and transitive on the fibres we have that for any q ∈ π−1(x), there exists a unique
g ∈ G such that p · g = q. We then see that the orbit of p, Op, is equal to the fibre π−1(x), as for
any element q ∈ π−1(x), we have that p · g = q for some g ∈ G, and for any element q ∈ Op we
have that:

π(q) = π(p · g) = x

for some g ∈ G. Define a new equivalence relation on P :

p ∼ q ⇐⇒ π(p) = π(q)

We see that this is exactly the equivalence relation defining P/G, as if π(q) = x, then q, p ∈ π−1(x)
so p and q belong to the same orbit. Furthermore, by construction, π is the quotient map π : P →
P/ ∼, hence P/ ∼= M . Finally, since the defining equivalence relation for P/G is the same as ∼,
we have that by Theorem 1.2.3 P/G ∼= M , as desired.
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Example 2.1.2. Let M be a smooth n dimensional manifold. For each p ∈M we define:

FrGL(M)p = {(v1, . . . , vn) ∈ TpMn : (v1, . . . , vn) is a basis for TpM}

In other words, at each point p, FrGL(M)p is the set of all frames for TpM . Just as we have done
with the tangent spaces, we define the Frame Bundle of M as the disjoint union:

FrGL(M) =
∐
p∈M

FrGL(M)p

This set comes equipped with a natural projection:

π : FrGL(M) −→M

(v1, . . . , vn)p 7−→ p

Furthermore, there is a natural action of GLn(R) on FrGL(M) given by:

Ψ : FrGL(M) ×GLn(R) −→ FrGL(M)

((v1, . . . , vn)p, g) 7−→
(

n∑
i

vigi1, . . . ,

n∑
i

vigin

)

which is essentially just multiplying the matrix (v1, . . . , vn) by g on the right. It is clear that this
action preserves the fibres of π, and is free and transitive on them. Our goal is to use Theorem
2.1.1 to show that FrGl(M) is a fibre bundle, and then deduce from Proposition 2.1.5 that
FrGL(M) is a principal bundle over M with structure group G.

Let (Ui, ψi) be a local chart for M with coordinates (x1, · · · , xn), then a local section of π can
be given by:

si : Ui −→ FrGL(M)
p 7−→ (∂xi , . . . , ∂xn)p

where ∂xj is short hand for:

Dψi(p)ψ
−1
i

(
∂

∂xj

∣∣∣
ψi(p)

)
so si(p) can be written as:

si(p) =
(
Dψi(p)ψ

−1
i

(
∂

∂x1

∣∣∣
ψi(p)

)
, . . . , Dψi(p)ψ

−1
i

(
∂

∂xn

∣∣∣
ψi(p)

))
=Dψi(p)ψ

−1
i ·

(
∂

∂x1

∣∣∣
ψi(p)

, . . . ,
∂

∂xn

∣∣∣
ψi(p)

)
In the standard Rn basis where:

∂

∂xi

∣∣∣
ψi(p)

= ei =



0
...
1
...
0


the right term is simply the identity matrix, hence:

si(p) = Dψi(p)ψ
−1
i

We define the inverse of the bundle chart in the same way we did for Proposition 2.1.5:

φ−1
i : Ui ×GLn(R) −→ FrGL(M)Ui

(p, g) 7−→ si(p) · g = (Dψi(p)ψ
−1
i ) · g
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which is a set bijection by the same argument in Proposition 2.1.5. It’s inverse is given by:

φi : FrGL(M)Ui −→ Ui ×GLn(R)
f 7−→ (π(f), (Dπ(f)ψi) · f)

We can check this an inverse by noting that for any (p, g) ∈ Ui ×G:

φi ◦ φ−1
i (p, g) =φi

(
(Dψi(p)ψ

−1
i ) · g

)
=(p,Dpψi ·

(
(Dψi(p)ψ

−1
i ) · g

)
)

=(p,Dψi(p)(ψi ◦ ψ−1
i ) · g)

=(p, g)

and that for any f ∈ FrGL(M):

φ−1
i ◦ φi(f) =φ−1

i ((π(f), (Dπ(f)ψi) · f))
=Dψi(π(f))ψ

−1
i · ((Dπ(f)ψi) · f)

=(Dψi(π(f))ψ
−1
i ◦Dπ(f)ψi)) · f

=f

The transition functions for Ui ∩ Uj 6= ∅ are then given by:

φj ◦ φ−1
i : (Ui ∩ Uj) ×GLn(R) −→ (Ui ∩ Uj) ×GLn(R)

(p, g) 7−→ (p,Dψi(p)(ψj ◦ ψ−1
i ) · g)

These transition functions are smooth because each (ψj ◦ψi) is smooth, and clearly have a smooth
inverse, hence they are diffeomorphisms. The formal bundle atlas:

{Ui, φi}

is then smoothly compatible, hence (FrGL(M), π,M ;GLn(R)) is a smooth fibre bundle by Theo-
rem 2.1.1. In particular, the action of GLn(R) is smooth since it is smooth in a smooth bundle
chart, so since the action also preserves the fibres, and is free and transitive on them, by Propo-
sition 2.1.5, FrGl(M) is a principal bundle over M with structure group GLn(R).

If (M, g) is a (pseudo)-Riemannian manifold, we could also construct a principal O(n) bundle
over M , where the fibres consist of orthornormal frames of TpM . If in addition M is orientable
we can further reduce to the structure group to SO(n), where the fibres consist of the oriented
orthonormal frames for TpM . We denote these bundles by O(M), and SO(M) respectively. This
notion of ‘reducing’ the structure group motivates the following definition.
Definition 2.1.8. Suppose π : P → M and π′ : P ′ → M are principal bundles over M with
structure groups G and G′ respectively, and f : G → G′ is a Lie group homomorphism. A
principal bundle homomorphism between P and P ′ is an f -equivariant map smooth bundle
map F : P → P ′, i.e.

π′ ◦ F = π

and

F (p · g) = F (p) · f(g)

The principal bundle P together with the bundle homomorphism F is called a f -reduction of P ′.
In particular, if f : G→ G′ is an embedding, then F is G reduction of P ′, and the image of F is
a principal subbundle of P ′.

With this definition, we see that if (M, g) is an orientable (pseudo)-Riemannian manifold, then
the inclusion map:

i : SO(n)→ GLn(R)

is an embedding, and the bundle inclusion map SO(M)→ FrGL(M) determines an SO(n) reduc-
tion of FrGL(M), as expected.

We end our discussion on principal bundles by finally introducing the notion of a (local) ‘gauge
transformation’. We need the following definition:
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Definition 2.1.9. Let P →M be a principal bundle with structure group G. A global gauge is
a global section s : M → P . A local gauge is a local section s : U → PU defined on an open set
U ⊂M .

By our work in Proposition 2.1.5 we have the following corollary:
Corollary 2.1.3. Let P → M be a principal bundle with structure group G, and s : U → PU a
local gauge. Then the map:

φ−1 : U ×G −→ PU

(x, g) 7−→ s(x) · g

is a G-equivariant diffeomorphism, and it’s inverse is a local trivialization of P . In particular, if
s : M → P is a global gauge then P is a trivial bundle with trivialization given by φ:

φ : P −→M ×G

With the corollary above, we see that gauge’s correspond to (local) trivializations of the princi-
pal bundle. The core idea behind gauge theories is that the physics is independent of the choice of
gauge, or trivialization. This idea mimics those found in geometry, and special/general relativity,
i.e. that geometry and thus the physics of gravity should be independent of the coordinates, or the
rest frame one chooses in flat spacetime. With this in mind, we see that a gauge transformation is
nothing more than a change of local trivialization; in future sections we will further develope this
idea, and see how this mathematical gauge transformation aligns with the gauge transformations
found in classical electromagnetism.

2.1.3 Associated Vector Bundles
We have already come across a multitude vector bundles in our earlier discussions on smooth
manifolds, though we have not yet provided a succinct definition of what a vector bundle actually
is; we do so now:
Definition 2.1.10. A fibre bundle (E, π,M ;V ) is called a real or complex vector bundle of
rank m if:
a) The general fibre V , and every fibre Ex, for x ∈ M are m-dimensional vector spaces over R

or C.
b) There exists a bundle atlas {(Ui, φi)}i∈I for E such that the restriction of φi to the fibre Ex,

denoted φix:

φix : Ex −→ V

is a vector space isomorphism for all x ∈M . Such an atlas is called a vector bundle atlas,
and the bundle charts are similarly called vector bundle charts.

With this definition above, it should be clear that the tangent bundle is indeed a vector bundle,
though the vector bundle structure of T ∗M , and Λk(T ∗M), is perhaps less clear. However, by
Theorem 2.1.1 we can obtain new vector bundles from purely linear algebraic constructions on
the fibres. Indeed, if E and F are vector bundles, then we can construct vector bundles:

E ⊕ F E ⊗ F E∗ Λk(E)

whose fibres are:

(E ⊕ F )x = Ex ⊕ Fx (E ⊗ F )x = Ex ⊗ Fx (E∗)x = E∗x (Λk(E))x = Λk(Ex)

Then, since E and F come equipped with a vector bundle atlas, we can combine said vector bundle
atlas’s, and compose them with them various maps in linear algebra, to construct a formal bundle
atlas satisfying the assumptions of Theorem 2.1.1. In particular, if E is a real rank m vector
bundle with bundle charts {(Ui, φi)}, we can define the bundle charts for E∗ by:

φ∗i : E∗Ui −→ Ui × V ∗

ωx 7−→ (x,
(
(φix)−1)T ωx)

as φix : Ex → V , we have that φ−1
ix : V → Ex, so

(
φ−1
ix

)T : E∗x → V ∗. The rest of the constructions
then follow similarly.
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Example 2.1.3. Let M be a smooth manifold, and E a vector bundle. Recall the vector bundle
Λk(T ∗M), and that:

Γ
(
Λk(T ∗M)

)
= Ωk(M)

i.e. smooth sections of this bundle are differential k forms. A vector bundle of interest is then
Λk(M)⊗ E. For x ∈M , if ωx ∈ (Λk(M)⊗ E)x, then ωx is the alternating, multilinear map:

ωx : TxM × · · ·× TxM −→ Ex

With this in mind, the sections of this bundle are differential k forms with values in Γ(E). For
brevity we set:

Γ(Λk(T ∗M)⊗ E) = Ωk(M,E)

Elements of Ωk(M,E) are often called k-forms twisted with E.
Much like principal bundles, the transition functions for a vector bundle have the following

special property:
Proposition 2.1.7. Let (E, π,M ;V ) be a rank n vector bundle, where V is a K-linear vector
space, with K being C or R. The transition functions then take values in GLn(K):

φij : Ui ∩ Uj −→ GLn(K) ⊂ Diff(V )
x 7−→ φjx ◦ φ−1

ix

Proof. Both φ−1
ix : V → Ex, and φjx : Ex → V are isomorphisms, hence φjx ◦ φ−1

ix : V → V is an
isomorphism. Therefore, since V ∼= Kn, and det

(
φjx ◦ φ−1

ix

)
6= 0, we have that φjx ◦φix ∈ GLn(K),

as desired.

Given a vector bundle E, we can also define bundle metrics by constructing the bundle E∗⊗E∗
and then taking non vanishing, smooth, symmetric sections of that bundle.
Definition 2.1.11. Let E →M be a C or R linear vector bundle. A Euclidean or Hermitian
bundle metric is a metric on each fibre Ex which varies smoothly, i.e. if E is a real vector bundle
then it is a section:

〈·, ·〉 ∈ Γ(E∗ ⊗ E∗)

or if E is a complex vector bundle:

〈·, ·〉 ∈ Γ(Ē∗ ⊗ E∗)

where Ē denotes the complex conjugate vector bundle. The section at each point must define a
positive definite, symmetric (or hermitian) bilinear map:

Ex × Ex −→ C or R

Furthermore, every real or complex vector bundle admits such bundle metric.
Proposition 2.1.8. Let E →M be a real or complex vector bundle. Then E admits a Euclidean
or Hermitian bundle metric.

Proof. This follows from the exact same partition of unity argument found in the proof of Theo-
rem 1.1.10, that every smooth manifold M admits a Riemannian metric.

Like principal bundles, homomorphisms between vector bundles must satisfy an extra condition,
namely that they respect the vector space structure of the fibres.
Definition 2.1.12. Let π : E →M and π′ : E′ →M be vector bundles. Then a map F : E → E′

is a vector bundle homomorphism if it is a bundle homomorphism such that F restricted to
the fibres of E is a linear map. Furthermore, F is called a vector bundle isomorphism if the
restriction to each fibre is a linear isomorphism, and E is called trivial if E ∼= M × V .
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With the definition above, and our discussion at the beginning of this section we wish to
understand the tangent bundle of a product manifold M ×N . We first cite the following theorem,
a proof of which can be found in Hamilton’s Mathematical Gauge Theory.
Theorem 2.1.2. Let (E, π,M ;F ) be a fibre bundle, and f : N → M a smooth map between
manifolds. Then the set:

f∗E = {(x, e) ∈ N × E : f(x) = π(e)}

has the structure of a fibre bundle over N with general fibre F .
We can now prove the following result:

Proposition 2.1.9. Let M and N be smooth manifolds. Then, as vector bundles:

T (M ×N) ∼= (π∗MTM)⊕ (π∗NTN) ∼= TM × TN

where πM and πN denote the projection onto M and N respectively.

Proof. We see that:

π∗MTM = {((p, q), (p, v)) ∈ (M ×N) × TM}

while:

π∗NTN = {((p, q), (q, w)) ∈ (M ×N) × TN}

So the fibres of each then satisfy:

(π∗MTM)(p,q) = TpM and (π∗TN)(p,q) = TqN

Hence:

((π∗MTM)⊕ (π∗TN))(p,q) = TpM ⊕ TqN

We thus define a map by:

F : T (M ×N) −→ (π∗MTM)⊕ (π∗TN)
(p, q, v) 7−→ (p, q,D(p,q)πM (v), D(p,q)πN (v))

We see that this map is smooth as the global differential of a smooth map is smooth. Furthermore,
for π : T (M ×N)→M ×N and π′ : (π∗MTM)⊕ (π∗NTN)→M ×N we have that:

π′ ◦ F (p, q, v) = (p, q) = π(p, q, v)

hence F is a smooth bundle homomorphism. We need to check that F(p,q) is a linear isomorphism
T (M × N)(p,q) → TpM ⊕ TqM . It is clear from the construction of F that F(p,q) is linear. Since
the dimension of these two vector spaces is clearly the equal, we need only check that F(p,q) has
trivial kernel. Suppose v 6= 0 ∈ T(p,q)(M ×N) such that:

F(p,q)(v) = 0

then v ∈ kerD(p,q)πM ∩ kerD(p,q)πN . Let γ : I →M ×N be a smooth curve such that γ̇(0) = v ∈
T(p,q)(M ×N). Since γ is a smooth curve in M ×N , we see that:

γ(t) = (p(t), q(t))

for smooth curves p : I → M , and q : I → n such that p(0) = p and q(0) = q. If v ∈ kerD(p,q)πM
we have that:

D(p,q)πMv = d

dt

∣∣∣
t=0

πM (γ(t)) = ṗ(0) = 0

and if v ∈ kerD(p,q)πN then:

D(p,q)πNv = d

dt

∣∣∣
t=0

πN (γ(t)) = q̇(0) = 0
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hence:

γ̇(0) = v = (ṗ(0), q̇(0)) = (0, 0)

Therefore, v ∈ kerD(p,q)πM∩ ∈ kerD(p,q)πN implies that v is zero, so F(p,q) is injective and thus
an isomorphism as desired.

We now need to show that:

(π∗MTM)⊕ (π∗NTN) ∼= TM × TN

We first need to show that TM ×TN is a vector bundle over M ×N . Note that TM ×TN comes
equipped with the natural projections πTM : TM ×TN → TM , and πTN : TM ×TN → TN , and
further that TM and TN come equipped with the projections π1 : TM → M and π2 : TN → N .
We define the smooth projection π′′ : TM × TN →M ×N by:

π′′ = (π1 ◦ πTM , π2 ◦ πTN )

as for all ((p, v), (q, w)) ∈ TM × TN we have:

π′′((p, v), (q, w)) = (p, q)

Furthermore, Let {(Ui, φi)} and {(Vi, ψi)} be a countable covering of M and N by coordinate
carts, then we have coordinate charts for TM and TN constructed in Proposition 1.1.3 given
by:

φTMi
(vi∂i|p) = (φ(p), v1, . . . , vm) and ψTNi(wi∂i|q) = (ψ(q), w1, . . . , wn)

where m = dimM and n = dimN . From here we construct fibre bundle charts:

φ̃TMi :TMUi −→ Ui × Rm

(vi∂i|p) 7−→ (p, v1, . . . , vm)

which is smooth as it is the composition of smooth maps:

φ̃TMi
= φ−1 × IdRm ◦ φTM

and clearly satisfies:

πTM |TMU
= πU ◦ φ̃TMi

Furthermore, these are vector bundle charts as for all p ∈ Ui each φ̃TMi
restricts to a linear

isomorphism φ̃TMip
: TpM → Rn given by Dpφi, with inverse Dφi(p)φ

−1
i . In a similar manner, we

see that:

ψ̃TNi :TNVi −→ Vi × Rn

(wi∂i|q) 7−→ (p, w1, . . . , wn)

are vector bundle charts for TN . We now want to construct a formal bundle atlas for TM × TN ;
recall that that M ×N comes equipped with a product manifold structure, so {(Ui×Vj , φi×ψj)}
covers M ×N . For each i and j, we construct the bundle charts:

φ̃TMi × ψ̃TNj : (TM × TN)Ui×Vj −→ (Ui × Vj) × (Rm ⊕ Rn)
((p, v), (q, w)) 7−→ ((p, q), (Dpφi(v), Dpψj(w)))

which are clearly smoothly compatible as the global differential D(φi ◦ φ−1
k ) is smooth, so by

Theorem 2.1.1, TM × TN is a fibre bundle with model fibre F = Rm ⊕ Rn. Clearly the
restriction of φ̃TMi

× ψ̃TNj to the point (p, q) is then an isomorphism:

(TM × TN)(p,q) −→ Rm ⊕ Rn

so TM × TN is a vector bundle over M ×N .
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Now that we know TM × TN is a vector bundle over M ×N , we construct the smooth map:

F : (π∗MTM)⊕ (π∗NTN) −→ TM × TN

(p, q, v, w) 7−→ ((p, v), (q, w))

which is a bundle homomorphism as for all (p, q, v, w) ∈ (π∗MTM)⊕ (π∗NTN) we have:

π′′ ◦ F (p, q, v, w) = π′′((p, v), (q, w)) = (p, q) = π′(p, q, v, w)

The restriction of F to the the fibre over (p, q) ∈ M × N is just the identity map, since for
(v, w) ∈ TpM ⊕ TqN :

F(p,q)(v, w) = (v, w)

Thus, F(p,q) is a linear isomorphism for all (p, q) ∈M×N , so F is a bundle isomorphism, implying
the claim.

Though there is much to say about vector bundles in general, we are interested in a specific
type of vector bundle, namely ones that are related in a way to a principal bundle in a special way.
In physics, we will be able to identify the sections of these associated vector bundles as matter
fields, and, as mentioned earlier, a very special associated vector bundle will allow us to write the
Yang-Mill’s Lagrangian down without reference to the underlying principal bundle.

To begin, we need the following lemma:
Lemma 2.1.1. Let P → M be a principal G bundle, and ρ a representation of G on a K-linear
vector space V . Then the map:

Φ : (P × V ) ×G −→ P × V

(p, v, g) 7−→ (p · g, ρ(g)−1 · v)

defines a principal right action of the Lie group G on the product manifold P × V . In particular,
the quotient space E = (P × V )/G has the unique structure of a smooth manifold such that
π : P × V → E is a submersion.

Proof. It is clear that the map above is smooth. It is also a right action as:

Φ(Φ((p, v, g), h)) =Φ(p · g, ρ(g)−1 · v, h)
=(p · (g · h), ρ(g · h)−1v)
=Φ(p, v, gh)

Let φp,v denote the orbit map through (p, v) ∈ P × V . For g, h ∈ G, if:

φp,v(g) = φp,v(h)

we have that:

(p · g, ρ(g)−1v) = (p · h, ρ(g)−1h)

However, the action of G on P is free, so if p · g = p · h, we must have that g = h, so Φ is a free a
right action. We now need only show that the action is principal, i.e. that the map:

Ψ : (P × V ) ×G −→ (P × V ) × (P × V )
(p, v, g) 7−→

(
(p, v), (p · g, ρ(g)−1v)

)
is closed. We will proceed similarly to Proposition 2.1.6. Let A ⊂ (P × V ) ×G be closed, and
((pi, vi), (qi, wi))i∈N be a sequence in Ψ(A) converging to ((p, v), (q, w)) in (P × V ) × (P × V ).
Since the action of G on P preserves the fibres of P , and is free and transitive on them, there exists
a unique sequence gi ∈ G such that qi = pi ·gi. Since ((pi, vi), (qi, wi)) ∈ Ψ(A), it then follows that
wi = ρ(gi)−1vi for all i ∈ N, so:

Ψ(pi, vi, gi) = ((pi, vi), (qi, wi))
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for all i ∈ N. Let π(p) = x and U an open neighborhood of x with bundle chart:

φ : PU → U ×G

Then, there exists an N ∈ N such that for all i ≥ N we have that (pi, vi), (qi, wi) ∈ PU × V .
Consider the map:

ψ : PU × V −→ U ×G× V

(p, v) 7−→ (φ(p), ρ(prG ◦ φ(p))v)

which is clearly a bijection as φ is a diffeomorphism and ρ(g) is an isomorphism for each g ∈ G.
Furthermore, the group action on U ×G×V compatible with the group action on P ×V is given
by:

(p, h, v) · g = (p, hg, v)

as if:

ψ(p, v) = (p, h, ρ(h)v)

then:

ψ(p · g, ρ(g)−1v) =(x, hg, ρ(hg)ρ(g)−1v)
=(x, hg, ρ(h)v)
=(x, h, ρ(h)v) · g
=ψ(p, v) · g

We also see that this map is constant in the first and third component for all (r, u) ∈ Op,v as for
some g ∈ G:

ψ(r, u) =ψ(p · g, ρ(g)−1v)
=(x, hg, ρ(hg)ρ(g)−1v)
=(x, hg, ρ(h)v)

Then for some sequences xi and hi converging to x and h respectively, we have that:

ψ(pi, vi) =(xi, hi, ρ(hi)vi)
ψ(qi, wi) =(xi, higi, ρ(hi)vi)
ψ(p, v) =(x, h, ρ(h)v)

Since qi → q, wi → w, ρ(hi)vi → ρ(h)v, and xi → x we also have that for some h′ ∈ G:

ψ(q, w) = (x, h′, ρ(h)v)

We write gi as:

gi = h−1
i (higi)

then since hi converges to h, and higi converges h′, we see that gi converges to g = h−1h′, so
(p, v, g) ∈ A as A is closed. We now see that:

ψ(p · g, ρ(g)−1v) = (x, h′, ρ(h)v) = ψ(q, w)

hence since ψ is injective:

Ψ(p, v, g) = ((p, v), (q, w))

Therefore ((p, v), (q, w)) ∈ Ψ(A), so Ψ(A) is closed, making Ψ a closed map, and Φ a principal
right action as desired. The rest of the claim follows from Theorem 1.2.4.

Now that we know that E = (P × V )/G has the structure of a smooth manifold, we would
like to go one step further and prove that E is actually a vector bundle over M with general fibre
isomorphic to V .



2.1. PRINCIPAL BUNDLES AND CONNECTIONS 114

Theorem 2.1.3. Let P be a principal bundle over M with structure G, V a K linear vector space,
and ρ a representation of G on V . Then the quotient space E = (P × V )/G has the structure of
a K-vector bundle over M with projection:

πE : E −→M

[p, v] 7−→ πP (p)

and fibres:

Ex = (Px × V )/G

isomorphic to V . The vector space structure of the fibre Ex over x ∈M is given by:

λ[p, v] + η[p, w] = [p, λv + ηw], ∀λ, η ∈ K, v, w ∈ V, p ∈ P

where πP (p) = x.

Proof. We first show that the map πE : E → M is well defined. Let [p, v] ∈ E, and [q, w] be
another representative of the equivalence class [p, v]. Then, for some g ∈ G we see that q = p · g
and w = ρ(g)−1 · v. We then see that:

πE([q, w]) = πP (q) = πP (p · g) = πP (p)

so the map is well defined. Furthermore, the fibre Ex = (Px × V )/G is isomorphic to V under the
map:

f : V −→ Ex

v 7−→ [p, v]

for a fixed p ∈ Px. The map is clearly linear, and is injective as if [p, v] = [p, w], then v = w, since
(p, v) and (p, w) can’t be in the same orbit. Finally, the map is surjective, since if [p, v] ∈ Ex, we
see that f(v) = [p, v], so f is an isomorphism.

We now need to show that E has the structure of vector bundle, so we need to show that for
each x ∈ M , there exists an open neighborhood U of x such that EU is diffeomorphic to U × V .
Let U be an open neighborhood of x ∈M , and φU a local trivialization:

φ : PU −→ U ×G

We define a map:

ψ : EU −→ U × V

[p, v] 7−→ (πP (p), ρ(prG ◦ φ(p))v)

As shown earlier, ρ(prG ◦ φ(p))v is constant for all (q, w) ∈ Op,v, so the map is well defined.
Furthermore, it is smooth as πP is a submersion, and ρ(prG ◦ φ(p))v is the composition of smooth
maps. We see that it has an inverse given by:

ψ−1 : U × V −→ EU

(x, v) 7−→ [φ−1(x, e), v]

We now check that this indeed an inverse. Let [p, v] ∈ EU , π(p) = x, and φ(p) = (x, h) for some
x ∈M , h ∈ G, then:

ψ−1 ◦ ψ([p, v]) =ψ−1(x, ρ(h)v)
=[φ−1(x, e), ρ(h)v]
=[φ−1(x, h) · h−1, ρ(h)v]
=[p · h−1, ρ(h−1)−1v]
=[p, v]
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and:

ψ ◦ ψ−1(x, v) =ψ([φ−1(x, e), v])
=(x, ρ(e)v)
=(x, v)

hence ψ−1 ◦ψ = IdEU , and ψ ◦ψ−1 = IdU×V as desired. Furthermore, the inverse map is smooth,
as φ−1 is smooth, and the projection P×V → E is a smooth submersion, so ψ is a diffeomorphism.
Finally, the restriction of ψ to the fibre Ex is a linear isomorphism, as ψ−1

x : V → Ex is just the
isomorphism f , so ψx = f−1 is an isomorphism as well. Therefore ψ is a vector bundle chart for
U , so E is a vector bundle over M as desired.

With the theorem above, we can now properly define associated vector bundles:
Definition 2.1.13. Let P be a principal bundle over M with structure group G, and ρ a repre-
sentation on a K linear vector space V . The vector bundle:

E = P ×ρ V = (P × V )/G

is called the vector bundle associated to P and the representation ρ on V . The group G is also
called the structure group of E.

Now that we an apt description of associated vector bundles, we would like to know how to
construct local vector fields on said bundle, i.e. local sections of E. As mentioned earlier, these
sections will be thought of as matter fields on our spacetime.
Proposition 2.1.10. Let P be a principal bundle over M , and ρ a representation of the structure
group G on a K linear vector space V . Let s : U → PU be a local gauge, then there is a one to
one correspondence between the smooth sections of E = P ×ρ V , τ : U → EU and smooth maps
f : U → V .

Proof. Let f : U → V , then the map:

τ : U −→ EU

x 7−→ [s(x), f(x)]

is smooth as both s and f are smooth, and the map P × V → E is a smooth submersion.
Furthermore, it is a section of E as for x ∈M :

πE ◦ τ(x) = πP ◦ s(x) = x

Now conversely, let τ be a smooth section E, and suppose that for v, w ∈ V :

[s(x), v] = τ(x) = [s(x), w]

then we must have that v = w, as (s(x), v) and (s(x), w) can’t be in the same orbit. Therefore,
there exists a unique f(x) ∈ V for each x ∈ U such that:

τ(x) = [s(x), f(x)]

We now need to show that f(x) is smooth. Define a bundle chart by the section s:

φ−1 : U ×G −→ PU

(x, g) 7−→ s(x) · g

and a vector bundle chart by:

ψ : EU −→ U × V

[p, v] 7−→ (πP (p), ρ(prG ◦ φ(p))v)

Then we see that:

φ−1(x, e) = s(x)⇒ φ(s(x)) = (x, e)
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so:

ψ ◦ τ(x) =ψ([s(x), f(x)])
=(x, ρ(prG(x, e))f(x))
=(x, f(x))

Since ψ ◦ τ is smooth, it must be smooth in both of it’s components hence f(x) is smooth.

Let P → M be a principal bundle with structure group G, and E = P ×ρ V a vector bundle
associated to P . Then, for a principal bundle atlas {Ui, φi} determined by local gauges si, we can
construct a vector bundle atlas for E.
Definition 2.1.14. The principal bundle atlas, mentioned above, determines an adapted bundle
atlas for E with trivializations:

ψi : EUi −→ Ui × V

[p, v] 7−→ (πP (p), ρ(prG ◦ φi(p))v)

whose inverses are given by:

ψ−1
i : Ui × V −→ EUi

(x, v) 7−→ [si(x), v]

Note that we constructed bundle charts for an associated vector bundle in Theorem 2.1.2 in
the same way, however those had an inverse given by:

ψ−1
i : Ui × V −→ EUi

(x, v) 7−→ [φ−1
i (x, e), v]

But, for a principal bundle chart defined by a section we had that:

φ−1
i (x, g) = si(x) · g =⇒ φ−1

i (x, e) = si(x)

So the only new part of this construction is the replacement of the local gauge si with φ−1
i (x, e).

Though this may seem inconsequential at moment, it often more practical to work with arbitrary
local gauges than it is with arbitrary bundle charts.

As one should now expect, the transition functions for an adapted bundle atlas of an associated
vector bundle have the following special property:
Proposition 2.1.11. Let P → M be a principal bundle with structure group G, E = P ×ρ G
a vector bundle associated to P , and {Ui, φi} a principal bundle atlas for P determines by local
gauges si. The transition functions for P are given by:

φij : Ui ∩ Uj −→ G

x 7−→ φjx ◦ φ−1
ix

The transition functions for E are then:

ψij : Ui ∩ Uj −→ GL(V )
x 7−→ ψjx ◦ ψ−1

ix = ρ(φij(x))

Thus the transition function of E have image in the subgroup ρ(G) ⊂ GL(V ).

Proof. Let si and sj be the local gauges which determine φi and φj . Then, since the action of G
on P is free and transitive, we have that there exist uniquely determined g(x) such that for all
x ∈M ::

si(x) = sj(x) · g(x)

Furthermore, we have that for all h ∈ H:

φ−1
ix (h) = si(x) · h
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So:

φjx ◦ φ−1
ix (h) =φjx(si(x)) · h

=φjx(sj(x) · g(x)) · h
=g(x) · h

as φjx(sj(x)) = e. Since φij(x) = φjx ◦ φ−1
ix , and φij(x) ∈ G we see that:

φij(x) = g(x)

so:

si(x) = sj(x) · φij(x)

With this in mind, we see that for all v ∈ V :

ψ−1
ix (v) =[si(x), v]

=[sj(x) · φij(x), v]
=[sj(x), ρ(φij(x)v)]
=ψ−1

jx (ρ(φij(x))v)

Thus we obtain:

ψij(x)(v) =ψjx ◦ ψ−1
ix (v)

=ψjx ◦ ψ−1
jx (ρ(φij(x))v)

=ρ(φij(x))v

Hence:

ψij(x) = ρ(φij(x))

as desired.

Example 2.1.4. Let M be a smooth n-dimensional manifold and FrGL(M) the frame bundle of
M . We want to see that with standard representation, ρ, of GLn(R) on Rn given by multiplication
on the left by column vectors that:

TM ∼= FrGL(M) ×ρ Rn

Consider the smooth map:

F : FrGL(M) ×ρ Rn −→ TM

[(v1, . . . , vn)p, (x1, . . . , xn)] 7−→ vix
i = ρ((v1, . . . , vn)p) ·

x
1

...
xn


where we have that (v1, . . . , vn)p is a frame for TpM , so vixi ∈ TpM . We need to check that this
map is well defined. Let [(w1, . . . , wn)p, (y1, . . . , yn)] = [(v1, . . . , vn)p, (x1, . . . , xn)], then for some
g ∈ G:

F ([(w1, . . . , wn)p, (y1, . . . , yn)]) =F ([(v1, · · · , vn)p · g, ρ(g)−1(x1, . . . , xn)])

=ρ((v1, . . . , vn)p · g)ρ(g−1) ·

x
1

...
xn


=vixi

so F is well defined. Furthermore, F is a bundle homomorphism as for all p ∈M we have that:

πTM ◦ F ([(v1, . . . vn)p, (x1, . . . , xn)]) =πTM (vixi) = p
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while:

πFr([(v1, . . . , vn)p, (x1, . . . , xn)]) = p

It is clear that F respects the vector space structure of the fibres, so it then suffices to check that
F restricts to an isomorphism of vector spaces on the fibres, however TpM has the same dimension
as FrGL(M) ×ρ Rnp , so we need only check that the restriction of F to FrGL(M) ×ρ Rnp has trivial
kernel. For some [(v1, . . . , vn)p, (x1, . . . , xn)] suppose we have that:

vix
i = 0

However, this either implies that (v1, . . . , vn)p is not a linear independent set of vectors or that
every xi is zero, and since (v1, . . . , vn) is assumed to be a frame, we conclude that every xi is zero,
so the kernel is trivial. Therefore, F is a bundle isomorphism, so:

TM ∼= FrGL(M) ×ρ Rn

as desired.
Proposition 2.1.12. Let P →M be a principal bundle with structure group G, and E = P ×ρ V
a vector bundle associated to P for some n-dimensional K-linear vector space V . If ρ is the trivial
representation then E ∼= M × V .

Proof. Since ρ is trivial, we have that for any [p, v] ∈ E:

[p, v] = [p · g, v]

for all g ∈ G. We define a map F by:

F : E −→M × V

[p, v] 7−→ (π(p), v)

which is clearly smooth. It is well defined as for any [p, v] ∈ E we have:

F ([p · g, v]) = (π(p · g), v) = (π(p), v)

Furthermore, we see that if π(p) = x:

πM ◦ F ([p, v]) = πM (x, v) = x

hence F is a smooth bundle homomorphism. As before it now suffices to check that Fx is a linear
isomorphism for all x ∈M . Clearly Fx is linear, furthermore it’s kernel is trivial as Fx(v) = v for
all v ∈ Ex, so Fx is a linear isomorphism for all x ∈M . Thus:

E ∼= M × V

as desired.

We will need a bundle metric on the vector bundle associated to some principal bundle in order
to write down the Yang-Mills Lagrangian. For the Lagrangian to be ‘gauge invariant’ however,
we will need a specific type of bundle metric which has this invariance baked into it. Fortunately
for us, we can obtain such a bundle metric quite easily if we are first given a G-invariant scalar
product on the model fibre V , where G is the structure group of the associated bundle. Gauge
invariance will be a much clearer concept by the time we write down the Yang-Mill’s Lagrangian,
so for now we only show existence.
Proposition 2.1.13. Suppose that P → M is a principal bundle with structure group G, and
E = P ×ρ V a vector bundle associated to P . Let 〈·, ·〉V be a G-invariant inner product on V .
Then the bundle metric 〈·, ·〉E on E given by:

〈[p, v], [p, w]〉Ex = 〈v, w〉V

for arbitrary p ∈ Px is well defined.
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Proof. First note that if 〈·, ·〉E is well defined, then for all x ∈ M , 〈·, ·〉Ex is non-degenerate, and
smooth as for a local gauge s : U → PU , and smooth map’s φ, ψ : U → V :

〈[s, φ], [s, ψ]〉E = 〈φ, ψ〉V

hence 〈·, ·〉E is a bundle metric.
To see that the map is well defined, let [q, u] = [p, v] and [q, y] = [p, v], then for some g ∈ G we

have that q = p · g, implying that u = ρ(g)−1v, and y = ρ(g)−1v. Therefore:

〈[q, u], [q, y]〉Ex =〈u, y〉V
=〈ρ(g)−1v, ρ(g)−1w〉V
=〈v, w〉V

So the value of the bundle metric is independent of the class representative we choose, implying
the claim.

We end our discussion on associated vector bundles with the following example:
Example 2.1.5. Let P → M be a principal bundle with structure group G. Denote the Lie
algebra of G by g, and consider the adjoint representation of G on g:

Ad : G −→ GL(g)

The associated vector bundle:

Ad(P ) = P ×Ad g

is called the adjoint bundle. As we shall see later, the curvature form on P has a unique
representative in Ω(M,Ad(P )). In particular, the adjoint bundle of the principal bundle S3 → S2,
with structure group S1, is S3 ×Id u(1) ∼= S3 × iR.

2.1.4 Connections
We first need the following definition:
Definition 2.1.15. Let (E, π,M ;V ) and (E′, π,M ;W ⊂ V ) be a vector bundles. Then E′ is a
vector subbundle of E if for all x ∈M , E′x is a vector subspace of E. In particular, if E = TM
a vector subbundle of TM is called a distribution.

We will define connections first as distributions of TP , and then show that we can analogously
view them in a less abstract manner: as Lie algebra valued one forms on P . To begin, we first
want to show that for every principal bundle there exists a canonical vertical bundle.
Definition 2.1.16. The vertical tangent space Vp at the point p is the tangent space of the
fibre, TpPx, where π(p) = x.
Proposition 2.1.14. The vertical tangent space satisfies the following properties:
a) Vp = kerDpπ

b) The map:

φ∗ : g −→ Vp

X 7−→ X̃p

where X̃ is the fundamental vector associated to X determined by the G-action on P is a
vector space isomorphism.

c) The set of all vertical tangent spaces Vp for p ∈ P forms a smooth distribution on P , called
the vertical tangent bundle, and is denoted by V . The distribution is a trivial vector
bundle via the map:

F : P × g −→ V

(p,X) 7−→ X̃p
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d) The vertical tangent bundle is right invariant, i.e:

Rg∗(Vp) = Vp·g

for all g ∈ G.

Proof. We see that a) follows from Corollary 2.1.2 and Corollary 1.2.6 as if π(p) = x we have
that Op = Px, hence kerDpπ = TpOp = TpPx.

For b), we see that by the definition of fundamental vector fields:

Dpπ(X̃p) = d

dt

∣∣∣
t=0

π(p · exp(tX))

= d

dt

∣∣∣
t=0

π(p)

=0

so φ∗X ∈ Vp. Since dimTpPx = dim g it then suffices to show that φ∗ is injective. Let p ∈ P , φp
be the orbit map through p and X ∈ g; by our work in Proposition 1.2.15:

φ∗(X) = X̃p = Deφp(X)

Then Corollary 2.1.2 and our work in Corollary 1.2.6 imply that φp is an embedding, so
Deφp(X) is injective, hence φ∗ is injective.

It is clear that πV : V → P is a smooth vector subbundle of TP . Furthermore, πP : P ×g→ P
is a trivial vector bundle. We see that πP (p,X) = p, thus:

πV ◦ F (p,X) =πV (X̃p)
=p
=πP (p,X)

so F is a bundle homomorphism. Furthermore, F is clearly smooth as it is the restriction of :

DΦ : TP × TG −→ TP

to P × TeG, where DΦ is the global differential of the right group action on P . It then suffices
to show that the restriction of F to the fibre {p}× g is an isomorphism, but this follows from b),
hence V is a trivial distribution.

To prove d) recall Proposition 1.2.16, then we have that a fundamental vector field X̃satisfies:

Rg∗X̃ = Ỹ

for Y = Adg−1(X), so for all X̃p ∈ Vp:

Rg∗(X̃p) = Ỹp·g

Hence the isomorphism Rg∗ : TpP → Tp·gP sends vertical vectors to vertical vectors, thus Rg∗Vp =
Vp·g.

In contrast, as we are about to see, there exists no canonical choice of a horizontal bundle.
Definition 2.1.17. Let P →M be a principal bundle with structure group G. Then, a horizontal
subspace is any vector subspace Hp ⊂ TpP such that:

TpP = Hp ⊕ Vp

A horizontal bundle is then just that, a subbundle H of TP such that:

TP = H ⊕ V

Definition 2.1.18. Let H be a horizontal distribution of TP , then H is a Ehresmann connec-
tion on P if it is right invariant, i.e

Rg∗(Hp) = Hp·g

for all p ∈ P and g ∈ G.
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The right invariance of an Ehresmann connection implies that all Hp for p ∈ Px are determined
by a singular point in the fibre. In other words, given Hp0 we can obtain every other horizontal
space via the pushforward of right multiplication by G.
Proposition 2.1.15. Let π : P → M be a principal bundle and Hp a horizontal tangent space of
TpP . Then Dpπ : Hp → Tπ(p)M is an isomorphism.

Proof. We see that TpP as dimension dimM + dimG = n, and that dimVp = dimG hence
dimHp = dimM . Since no v ∈ Hp satisfies Dpπ(v) = 0 other than the zero vector, by rank nullity
Dpπ is an isomorphism.

Example 2.1.6. Let P = M ×G, i.e. a trivial principal bundle over M with structure group G.
We see that the vertical subspaces are given by:

Vx,g = Tx,g({x}×G) ∼= TgG

We can then choose:

Hx,g = Tx,g(M × {g}) ∼= TxM

These horizontal tangent spaces define a distribution H of TP , and this distribution is clearly right
invariant, so H is a connection on the trivial bundle such that:

H ∼= π∗MTM

where πM : M ×G→M , and that:

TP = H ⊕ V ∼= (π∗MTM)⊕ (π∗GG)

We shall see later that such a connection is flat, i.e. has vanishing curvature.
Example 2.1.7. Let P be a principal bundle, and g a G invariant (pseudo)-Riemannian metric
on P , by which we mean:

R∗gg = g

for all g ∈ G. Then there clearly exists a canonical choice for H, by taking the orthogonal
compliment of Vp at each point p ∈ P .

The following proposition then shows that every principal bundle with a compact structure
group has a connection.
Proposition 2.1.16. Let π : P →M be a principal bundle with compact structure group G, then
P has a G-invariant Riemannian metric.

Proof. As P is a smooth manifold there exists a Riemannian metric s such that (P, s) is a Rie-
mannian manifold. We define a new metric η on P by:

ηp(v, w) =
∫
G

sp·g(DpRg(v), DpRg(w))σ

where σ is the orientation form on G constructed in Theorem 1.2.5. The integral converges as
G is compact. Since g is positive definite it follows from Theorem 1.1.5 that:

ηp(v, v) > 0

for all nonzero v ∈ TpP . It is also clear that η is symmetric, smooth, and bilinear, so h is a
Riemannian metric for P . To see that that η is G invariant, take h ∈ G, and v, w ∈ TpP , then:

(R∗hη)p(v, w) =ηp·h(DpRh(v), DpRh(w))

=
∫
G

sp·hg(Dp(Rg ◦Rh)(v), Dp(Rg ◦Rh)(w))σ

=
∫
G

sp·g(Dp(Rg)(v), Dp(Rg)(w))σ

=ηp(v, w)

so η is G invariant.
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Combining the preceding proposition with Example 2.1.6 demonstrates the desired result.
As promised, we now turn to dealing with connections in a less abstract manner, as Lie algebra

valued one forms on P . We begin with the following definition:
Definition 2.1.19. Let π : P →M be a principal bundle with structure group G. A connection
one form, or connection on P is a one form A ∈ Ω(P, g)17 on the total space P satisfying:
a) R∗gA = Adg−1 ◦A

b) A(X̃) = X for all X ∈ g where X̃ is the fundamental vector field on P associated to X.
A connection one form is also called a gauge field.

At the point p ∈ P the connection one form is then a linear map:

Ap : TpP → g

In particular, as we shall see shortly, the kernel of this map determines an Ehresmann connection.
Theorem 2.1.4. Let P → M be a principal bundle with structure group G. Then, there is a
bijective correspondence between Ehresmann connections on P and connection one forms on P .

Proof. Let H be an Ehresmann connection, then every v ∈ TpP can be decomposed into a hori-
zontal part Yp ∈ Hp and a vertical component X̃p ∈ Vp. We define a connection one form on P
by:

Ap(X̃p + Yp) = X

where X ∈ g is the element of the Lie algebra associated to the fundamental vector field X̃. We
need to check that A satisfies the conditions of Definition 2.1.19. Any vector field Z can be
written as ZV +ZH , where ZV is a vertical component of Z, and ZH is the horizontal component.
Note that since V is the trivial vector bundle isomorphic to P × g, any vertical vector field may be
written a (p,X(p)), where X : P → g is a smooth function. Let ZVp = (p,X(p)), it follows that:

Ap(Zp) = A(ZVp ) = X(p)

so A is smooth, and in particular an element in Ω1(P, g). It is then clear that:

A(X̃) = X

Now we see that for Z = Adg−1(X):

(R∗gA)p(X̃p + Yp) =Ap·g(Rg∗X̃p +Rg∗Yp)
=Ap·g(Z̃p·g +Rg∗Yp)
=Z
=Adg−1(X)
=Adg−1 ◦Ap(X̃p + Yp)

so A is a connection one form on the total space.
We now want to show that given a connection one form, we can obtain obtain an Ehresmann

connection. Choosing a basis for the Lie algebra {Ti}, we can write A as:

A = Ai ⊗ Ti

where Ai ∈ Ω(P ). Furthermore, we see that by definition:

Ai(T̃j) = δij

implying that the one forms are linearly independent at all p ∈ P . Let g be a Riemannian metric
on P , and Zi the vector fields dual to Ai under the musical isomorphism, i.e.

g(Zi,W ) = Ai(W )
17Here g is thought of as the trivial vector bundle P × g ∼= V , hence connection one forms take values in the Lie

algebra of G.
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for all W ∈ X(P ). We then see that {Zi} are linearly independent at each TpP , and span a
subbundle S of TP of rank dim g. At each point p ∈ P , we now define a subbundle H of TP by:

Hp = kerAp

It is clear that this is a distribution as it is the orthogonal compliment of S. Indeed, if Yp ∈ Hp,
we have that:

Ai(Yp) = 0

for all i. For all p ∈ P and all v ∈ Sp we can write v as:

v = aiZpi

for ai ∈ R, thus:

g(v, Yp) =aig(Zpi, Yp)

=
dim g∑
i=1

aiAip(Yp)

=0

so Yp is in the orthogonal compliment of Sp. Conversely, if Yp is in the orthogonal compliment of
Sp we see that:

gp(Zpi, Yp) = Aip(Yp) = 0

for all i, therefore:

A(Yp) = Aip(Yp)Ti = 0

so Yp ∈ Hp = kerAp, and H is thus a distribution of TP as desired.
We now need to show that H is indeed an Ehresmann connection. We first show that H is

horizontal. Let Yp ∈ Hp ∩ Vp, then Yp ∈ Vp hence for some fundamental vector field X̃ associated
to X ∈ g we have:

Yp = X̃p

But Yp ∈ kerAp, so:

Ap(Yp) = 0 = X

so Yp = 0. Therefore Hp ∩ Vp = {0}, so by rank nullity we have:

dimTpP = dim kerAp + dim g = dimHp + dimVp

hence:

TpP = Hp ⊕ Vp

so H is horizontal. Finally, for all p ∈ P , Yp ∈ Hp, and g ∈ G we have that:

Ap·g(Rg∗Yp) =(R∗gA)p(Yp)
=Adg−1 ◦Ap(Yp)
=0

so Rg∗Yp ∈ kerAp·g, implying that Rg∗Hp = Hp·g so H is right invariant as well. Thus H is a right
invariant horizontal distribution TP , and therefore an Ehresmann connection, as desired.

Example 2.1.8. Continuing with Example 2.1.5, let P = M × G and let an Ehresmann con-
nection on P be defined by:

Hx,g = Tx,g(M × {g}) ∼= TxM
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It is clear that the pullback of the Maurer cartan form by the projection on to G, A = π∗GµG, then
satisfies Hp = kerAp, since πG∗ is identically zero on Tx,g(M×{g}). Furthermore, the fundamental
vector fields on P satisfy:

X̃(x,g) = d

dt

∣∣∣
t=0

(x, g) · exp(tX)

= d

dt

∣∣∣
t=0

(x, g · exp(tX))

=(0, Lg∗X) ∈ TxU ⊕ TgG

for X̃ associated to X ∈ g. Hence we see that:

(π∗GµG)(X̃(x,g)) =Lg−1∗ ◦ Lg∗(X)
=X

Finally, we have that for all g ∈ G, and all (x, h) ∈M ×G that:

πG((x, g) · h) = g · h = πG(x, g) · h

hence18:

πG ◦Rg = Rg ◦ πG

So by Proposition 1.2.10 we have that:

R∗g(π∗GµG) =µG ◦ (πG ◦Rg)∗
=(µG ◦Rg∗) ◦ πG∗
=Adg−1 ◦ (µG ◦ πG∗)
=Adg−1 ◦ (π∗GµG)

so π∗GµG is indeed a connection one form on M ×G.
Example 2.1.9. Recall from Example 2.1.1 that S3 is a S1 principal bundle over S2. We want
to find a connection one form on S3. We first identify the Lie algebra of S1 with iR, and recall
that the tangent spaces of S3 are defined by:

T(z1,z2)S3 = {(X1, X2) ∈ C2 : Re(z̄1X1 + z̄2X2) = 0}

Define one forms on S3 by:

αj(X0, X1) =Xj

ᾱj(X0, X1) =X∗j

We claim that:

A(z1,z2) =1
2 (z̄1α1 − z1ᾱ1 + z̄2α2 − z2ᾱ2)

is a connection one form. First note that for all (X1, X2) ∈ T(z1,z2)S3 we have:

A(z1,z2)(X1, X2) = 1
2
(
z̄1X1 − z1X̄1 + z̄2X2 − z2X̄2

)
of which the complex conjugate is clearly equal to −A(z1,z2)(X0, X1) so A takes values in iR.
Secondly, since S1 is abelian, we have that Adg−1 = Id hence we need to show that:

R∗g(A) = A

for all g ∈ S1. Let g ∈ S1, then:

(R∗gA)(z1,z2)(X1, X2) = A(z1,z2)·g ◦Rg∗(X1, X2)
18Once again these two Rg maps are technically not the same.
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Note that:

Rg∗(X1, X2) =D(z1,z2)Rg(X1, X2)

= d

dt

∣∣∣
t=0

(z1(t), z2(t)) · g

for some curves z1, z2 : I → C satisfying:

|z1(t)|2 + |z2(t)|2 = 1

for all t ∈ I, and:

(ż1(0), ż2(0)) = (X1, X2) ∈ T(z1,z2)S3

Thus:

Rg∗(X1, X2) =(X1 · g,X2 · g)

Furthermore, any g ∈ S1 can be written as eiθ for some θ ∈ R, hence:

A(z1,z2)·g ◦Rg∗(X1, X2) =A(z1·eiθ,z2·eiθ)(X1 · eiθ, X2 · eiθ)

=1
2
(
z̄1e
−iθX1e

iθ + z1e
iθX̄1e

−iθ + z̄2e
−iθX2e

iθ − z2e
iθX̄1e

−iθ)
=1

2
(
z̄1X1 − z1X̄1 + z̄2X2 − z2X̄2

)
=A(z1,z2)(X1, X2)

so:

(R∗gA) = A

as desired. Finally, we need to show that:

A(Ỹ ) = Y

for Ỹ ∈ Vp. Let Y = iθ ∈ iR, we then see that:

Ỹ(z1,z2) = d

dt

∣∣∣
t=0

(z1, z2)eiθt

=(iθz1, iθz2)

Hence:

A(z1,z2)(Ỹ ) =A(z1,z1)(iθz1, iθz2)

=1
2
(
2|z1|2iθ + 2|z2|2iθ

)
=iθ

(
|z1|2 + |z2|2

)
=iθ
=Y

so A is a connection one form as desired.
Connection one forms can also be viewed as local Lie algebra valued one forms on the base by

pulling A back to an open set U via a local gauge.
Definition 2.1.20. Let P → M be a principal bundle with structure group G, A a connection
one form, and s : U → PU a local gauge. Then we define a local connection one form, some
times called a local gauge field by:

As = s∗A = A ◦Ds
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If we have a local coordinate frame {∂µ} for U ⊂M , then we set:

Aµ = As(∂µ)

In addition we can choose a basis {Ta} for g and write:

Aµ = AaµTa

hence we can write As as:

As = AaµTa ⊗ dxµ

where Aaµ ∈ C∞(U). In particular, if φ is the local trivialization corresponding to s, with inverse
given by:

φ−1 : U ×G −→ PU

(x, g) 7−→ s(x) · g = Φ(s(x), g)

then pulling A back by φ−1 yields for (X,Y ) ∈ T(x,g)(U ×G):

((φ−1)∗A)(x,g)(X,Y ) =A ◦D(s(x),g)Φ(Dxs(X), Y ))

=A
(
Ds(x)Rg(Dxs(X))

)
+A

(
µ̃G(Y )s(x)·g

)
=(R∗gA)s(x)(Dxs(X)) + µG(Y )
=Adg−1 ◦As(x)(Dxs(X)) + µG(Y )
=Adg−1 ◦As(X) + µG(Y )

Hence the connection form in a local trivialization is given by:

((φ−1)∗A)(x,g) = Adg−1 ◦ (π∗MAs) + π∗GµG (2.1.5)

If we wish to examine matrix Lie groups, we can instead write this as:

((φ−1)∗A)(x,g) =g−1(As)g + g−1(dg) (2.1.6)

where we have dropped the pullbacks of the projection map to avoid clutter. It should be clear
that As takes is only non zero on the TxU subspace of T(x,g)(U ×G).

Finally, we want to see that the set of connection is an affine space. We need the following
definition:
Definition 2.1.21. Let ω ∈ Ωk(P, g) be a differential k form on P with values in g. Then, ω is
said is to be a of type Ad if for all g ∈ G:

R∗gω = Adg−1 ◦ ω

and is horizontal if:

ωp(X1, · · · , Xk) = 0

when at least one Xi ∈ Vp. We denote the set of all horizontal k-forms of type Ad by on P with
values in g by Ωkhor(P, g)Ad.
Proposition 2.1.17. Let P → M be a principal G bundle, and A,A′ connection one forms P .
Then:

A−A′ ∈ Ω1
hor(P, g)Ad

Moreover, for any ω ∈ Ω1
hor(P, g)Ad, we have that A+ ω is a connection on P .

Proof. We see that if A and A′ are connections, then for any vertical vector field X̃ associated to
X ∈ g:

A(X̃p)−A′(X̃p) =X −X = 0
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hence A−A′ is horizontal. Furthermore for all g ∈ G:

R∗g(A−A′) =R∗gA−R∗gA′

=Adg−1 ◦A−Adg−1 ◦A′

=Adg−1 ◦ (A−A′)

so A−A′ ∈ Ω1
hor(P, g)Ad.

Let ω ∈ Ω1
hor(P, g)Ad, then for any vertical vector field X̃ associated to X ∈ g, we have:

(A+ ω)(X̃p) =A(X̃p) + ω(X̃p)
=X

Furthermore, for all g ∈ G:

R∗g(A+ ω) = Adg−1 ◦ (A+ ω)

so A+ ω is a new connection one form on P .

Corollary 2.1.4. The set of all connection one forms on P is an affine space over Ω1
hor(P, g)Ad.

A base point is given by any connection one form on P .

2.1.5 Gauge Transformations
As discussed earlier, a local gauge transformation amounts to a change of local trivialization, how-
ever, there is also a notion of a global gauge transformation, i.e. a specific type of diffeomorphism
on the total space P . In this section, we discuss the consequences of both local and global gauge
transformations, beginning with the latter. We start with the following definition:
Definition 2.1.22. Let π : P → M be a principal bundle with structure group G. A global
gauge transformation is a bundle automorphism, i.e. a diffeomorphism f : P → P such that
the following hold:
a) π ◦ f = π

b) f(p · g) = f(p) · g.
In other words, f preserves the fibres and is G equivariant. The set of global bundle automorphism
is denoted by G (P ).
Proposition 2.1.18. The set of a global bundle automorphisms forms a subgroup of Diff(P ).

Proof. By definition the bundle automorphisms are a subset of Diff(P ). Recall the the group action
of Diff(P ) is composition, we then see that for all f, g ∈ G (P ), and all p ∈ P , g ∈ G:

g ◦ f(p · g) = g(f(p) · g) = (g ◦ f(p)) · g

hence g ◦ f is G equivariant. Furthermore:

π ◦ (g ◦ f) =(π ◦ g) ◦ f
=π ◦ f
=π

so g ◦ f preserves the fibres, demonstrating that g ◦ f ∈ G (P ) for all g, f ∈ G (P ). Furthermore let
f ∈ G (P ), we then have a f−1 ∈ Diff(P ) satisfying:

f−1 ◦ f = IdP

Note that for p ∈ P there exists a q ∈ P such that:

f−1(p) = q and f(q) = p

It follows that q and p are in the same fibre hence π ◦ f−1 = π. Furthermore, for some g ∈ G we
have that p = q · g. We see that:

f(q · g) = f(q) · g = p · g
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Applying f−1 to the left most side and right most side yields:

f−1(p · g) = q · g = f−1(p) · g

hence f−1 is G equivariant as well, so f−1 ∈ G (P ). Clearly G (P ) contains the identity, so G (P ) is
indeed a subgroup of Diff(P ).

We often call G (P ) the gauge group of P . Furthermore, we can then think of a local gauge
transformation as an element of G (PU ), where PU is the trivial principal bundle over an open
set U ⊂ M , as that will surmount to a local change of trivialization. We would now like to take
an alternative approach to gauge transformations, by viewing them as G valued maps on P .
Definition 2.1.23. Let P → M be a principal bundle with structure group G. We denote by
C∞(P,G)G the following set of maps P → G:

C∞(P,G)G = {σ : P → G smooth : σ(p · g) = g−1σ(p)g}

The set is a group under pointwise multiplication:

(σ′ · σ)(p) = σ′(p) · σ(p)

where the neutral element is the constant map on P with value e ∈ G.
Proposition 2.1.19. The map:

G (P ) −→ C∞(P,G)∞

f 7−→ σf

with σf defined by:

f(p) = p · σf (p)

is a well defined group isomorphism.

Proof. Since p and f(p) are in the same fibre, there exists a unique g such that f(p) = p · g. Define
σf pointwise by:

σf (p) = g

Let (U, φ) be a local bundle chart containing the point π(p) = x, then we see that for some h ∈ G:

φ(p) = (x, h)

since φ is a G equivariant map:

φ(f(p)) = φ(p · g) = (x, h · g)

hence we see that locally:

σf (p) = (prG ◦ φ(p))−1 · (prG ◦ φ(f(p)))

which is clearly smooth. Since smoothness is a local criterion, it follows that σf is a smooth map
P → G. For all g ∈ G we have that:

f(p · g) =f(p) · g
=p · σf (p) · g

However:

f(p · g) = p · g · σf (p · g)

hence:

p · g · σf (p · g) = p · σf (p) · g
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Since the action is free we obtain:

g · σf (p · g) = σf (p) · g =⇒ σf (p · g) = g−1 · σf (p) · g

so σf ∈ C∞(P,G)G.
An inverse for this map is obtained by:

C∞(P,G)G −→ G (P )
σ 7−→ fσ

where fσ is defined by:

fσ(p) = p · σf (p)

It is clear that fσ is a smooth, and preserves the fibres, hence it is a bundle map. We further see
that fσ is G equivariant as:

fσ(p · g) =(p · g) · σ(p · g)
=(p · σ(p)) · g
=f(p) · g

Finally it is clear that:

f−1
σ = fσ−1

as:

fσ−1 ◦ fσ(p) =fσ−1(p · σ(p))
=(p · σ(p)−1) · σ(p)

= p

so f ∈ G (P ). It is clear that these two maps are inverses of one another, hence we need only check
that:

σf◦f ′ = σf · σf ′ (2.1.7)

We see that:

f ◦ f ′(p) =f(p · σf ′(p))
=f(p) · σf ′(p)
=p · (σf (p) · σf ′(p))

so (2.1.7) holds and G (P ) ∼= C∞(P,G)G as groups.

In physics, gauge transformations are often viewed as maps from the base manifold to the
structure group G. We define these types of gauge transformations below:
Definition 2.1.24. Let π : P → M be a principal bundle with structure group G. A physical
gauge transformation is a smooth map τ : U → G, defined on an open subset U . We denote the
set of physical gauge transformations by C∞(U,G), and note that it is a group under pointwise
multiplication.

We see that G (PU ) ∼= C∞(PU , G)G as groups, we would then like to show that C∞(PU , G)G ∼=
C∞(U,G) to demonstrate that these are all equivalent notions of a gauge transformation.
Proposition 2.1.20. Let s : U → P be a local section, then s determines a group isomorphism:

C∞(PU , G)G −→ C∞(U,G)
σ 7−→ τσ = σ ◦ s

with inverse given by:

C∞(U,G) −→ C∞(PU , G)G

τ 7−→ στ

where:

στ (s(x) · g) =g−1τ(x)g,∀x ∈ U, g ∈ G (2.1.8)
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Proof. It is clear that τσ is a smooth map U → G, and thus an element of C∞(U,G). Furthermore,
we see that στ is smooth, as on PU we have that (2.1.9) is equivalent to the composition:

στ (p) = (prG ◦ φ(p))−1 · τ(prM ◦ φ(p)) · (prG ◦ φ(p))

where φ is the bundle chart corresponding to the section s, hence στ ∈ C∞(PU , G). By (2.1.9):

τστ (x) =στ ◦ s(x)
=τ(x)

Furthermore, for all x ∈ U, g ∈ G:

στσ (s(x) · g) =σσ◦s(s(x) · g)
=g−1σ(s(x))g
=σ(s(x) · g)

so:

στσ = σ and τστ = τ

thus the maps are inverses of one another. Finally, the map is a group isomorphism as for σ, σ′ ∈
C∞(PU , G)G, we have:

(σ · σ′)(p) = σ(p) · σ′(p)

hence:

τσ·σ′(s(x)) =(σ · σ′) ◦ s(x)
=σ(s(x)) · σ′(s(x))
=τσ · τσ′

so the groups are isomorphic as desired.

Gauge transformations on the principal bundle induce gauge transformations on associated
vector bundles. In the following two theorems we examine two cases of this induced transformation:
one corresponding to global gauge transformations, and another corresponding to physical gauge
transformations.
Theorem 2.1.5. Let P → M be a principal bundle with structure group G, and E = P ×ρ V a
vector bundle associated to P . The group of bundle automorphisms G (P ) then acts on E through
bundle isomorphisms via:

G (P ) × E −→ E

(f, [p, v]) 7−→ f · [p, v] = [f(p), v] = [p · σf (p), v]

Proof. We need to see that the action is well defined, let [q, w] = [p, v], then for some g ∈ G:

f · [q, w] =[f(q), w]
=[f(p · g), ρ(g)−1v]
=[f(p) · g, ρ(g)−1v]
=[f(p), v]
=f · [p, v]

so the action is well defined. It is then clear that f restricts to a vector space isomorphism on the
fibres of E, and is thus a vector bundle isomorphism.

Theorem 2.1.6. Let s : U → P be a local gauge and Φ : U → E a local section. We write the
section with respect to the gauge as:

Φ(x) = [s(x), φ(x)]

for some smooth map φ : U → V . Suppose f is a local bundle automorphism, and τf : U → G the
associated physical gauge transformation. Then:

(f · Φ)(x) = [s(x), ρ(τf (x))φ(x)]
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Proof. We see that:

(f · Φ)(x) =[f(s(x)), φ(x)]
=[s(x) · σf (s(x)), φ(x)]
=[s(x) · τf (x), φ(x)]
=[s(x), ρ(τf (x))φ(x)]

Now we would like to see how connections change under gauge transformations. We begin by
noting that for any physical gauge transformation h : U → G, and any local s : U → P , that
s · h is another local gauge. With this in mind, We se that if φ : PU → U × G is a bundle chart
corresponding to s, then the map:

φ−1
h : U ×G −→ PU

(x, g) 7−→ (s · h)(x) · g

is the inverse map of the bundle chart corresponding s · h. From this, we see that the change
in trivialization obtained by the gauge transformation h amounts to the substitution g 7→ h(x)g.
Recalling (2.1.6) we see that:

((φ−1
h )∗A)(x,g) =(h(x)g−1)As(h(x)g) + (h(x)g)−1d(h(x)g)

=g−1h(x)−1Ash(x)g + g−1(h(x)−1dh(x))g + g−1dg

=g−1Ashg
−1 + g−1dg

where:

Ash = h(x)−1Ash(x) + h(x)−1dh(x)

We see that Ash is the local connection one form obtained from As by a gauge transformation. We
make this argument precise with the following theorem:
Theorem 2.1.7. Let P →M be a principal G bundle, A be a connection one form on P . Further-
more, let si : Ui → PUi , and sj : Uj → PUj be two local gauges related on the overlap, Ui ∩Uj 6= ∅,
by the physical gauge transformation h : Ui ∩ Uj → G, i.e.

si(x) = sj(x) · h(x)

Then:

Asi = Adh−1 ◦Asj + h∗µG

Or if G is a matrix Lie group then:

Asi = h−1Asjh+ h−1dh

Proof. First, for brevity set Ai = Asi , and Aj = Asj . Then we see that:

Asi =s∗iA
=(Φ(sj , h))∗A

where Φ is the right group action of G on P . Let X ∈ Tx(Ui ∩ Uj), then:

Ai(X) =A(D(sj(x),h(x))Φ(Dxsj(X), Dxh(X)))

=A(Ds(x)Rh(Dxsj(X))) +A
(

˜µG(Dxh(X))s(x)·h

)
=Adh−1 ◦A(Dxsj(X)) + µG(Dxh(X))
=Adh−1 ◦Aj(X) + h∗µG(X)

Thus:

Asi = Adh−1 ◦Asj + h∗µG
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as desired. Furthermore, if G is a matrix Lie group then:

Adh−1 ◦Aj = h−1Ajh

and:

µG(Dxh(X)) = h−1 · (Dxh(X)) = h−1dh(X)

since for all g ∈ G, and all v ∈ TgG, µG(v) = g−1 · v. Therefore, for matrix Lie groups

Asi = h−1Asjh+ h−1dh

as desired.

Via a similar argument we also obtain the following theorem for global gauge transformation.
Theorem 2.1.8. Let P → M be a principal bundle with structure group G, A a connection one
form, and f a global bundle automorphism. Then:

f∗A = Adσ−1
f
◦A+ σ∗fµG

Proof. We see that:

f = Φ(p, σf (p))

hence for all X ∈ TpP :

(f∗A)(X) =A(DΦ(X,Dpσf (X)))

=A(DpRσf (X)) +A( ˜µG(Dpσf (X))p·σf (p))

=Adσ−1
f
◦A(X) + µG(Dpσf (X))

=Adσ−1
f
◦A(X) + σ∗fµG(X)

Therefore:

f∗A = Adσ−1
f
◦A+ σ∗fµG

as desired.

We end with an example from physics.
Example 2.1.10. We begin by guessing that Electromagnetism is a U(1) gauge theory over
R1,319 , and identify the Lie algebra of U(1) with iR. Let V , and M denote the electric and
magnetic potentials respectively. In the introduction we asserted that for any λ ∈ C∞(R4), the
new potentials:

V ′ = V − ∂λ

∂t
and M′ = M +∇λ

gave the same physical fields. Such a transformation can be better encoded by defining a four
potential on R1,3 by:

Ai∂i = (V,Mx,My,Mz)

Then, under the musical isomorphism we have:

Aidx
i = −V dt+Midx

i

so the transformation is given by:

A′ = A+ dλ (2.1.9)
19i.e R4 with the a minkowski metric of signature (−+ ++)
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Now since P = R1,3 × U(1) is a trivial principal bundle, let iAj be a connection one form on
the base manifold corresponding to a global section sj . In coordinates we write that:

iAj = i
(
−V dt+Midx

i
)

for some smooth functions V, M i on R1,3. Let si be another global section, then:

si = sj · eiλ(x)

for some λ : R1,3 → R. By Theorem 2.1.6 we obtain:

iAi =e−iλ(x)Aje
iλ(x) + e−iλ(x)deiλ(x)

=i (Aj + dλ)

hence:

Ai = Aj + dλ

which exactly matches (2.1.10), so from our work on the general case of gauge transformations we
have obtained the quintessential example of a gauge transformation in physics. In Chapter 3.1 we
will continue to look at Electromagnetism as a classical gauge theory from this perspective.

2.1.6 Curvature
Let P →M be a principal G bundle, and A a connection one form on P . We have that a horizontal
subbundle H ⊂ TP defined by the kernel of A such that:

TP = H ⊕ V

Let πH denote the projection map:

πH : TP −→ V

We then define curvature as follows:
Definition 2.1.25. The two form F ∈ Ω2(P, g) defined by:

Fp(X,Y ) = dA(πH(X), πH(Y )) (2.1.10)

for all X,Y ∈ TpP , and p ∈ P is called the curvature two form or curvature of A. We
sometimes denote the curvature by FA to emphasize dependence on A.

The curvature of a connection as the following properties:
Proposition 2.1.21. Let P → M be a principal G bundle, A a connection one form on P , and
F the curvature of said connection. Then then the following identities hold:
a) R∗gF = Adg−1 ◦ F

b) X̃yF = 0 for all fundamental vector fields X̃.

Proof. As both Hp and Vp are right invariant, we see that:

Rg∗ ◦ πH = πH ◦Rg∗
Therefore for X,Y ∈ TpP :

(R∗gF )p(X,Y ) =dA (πH ◦Rg∗(X), πH ◦Rg∗(Y ))
=d(R∗gA)p(πH(X), πH(Y ))
=d(Adg−1 ◦A)(πH(X), πH(Y ))
=Adg−1 ◦ Fp(X,Y )

Furthermore, for any fundamental vector field X̃, we have that X̃p ∈ Vp, so πH(X̃p) = 0. Therefore,
for all Y ∈ TpP :

X̃yF (Y ) =F (X̃, Y )
=dA(0, Y )
=0

so X̃yF is identically zero.
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The proposition above demonstrates that F is a horizontal two form of type Ad, hence F ∈
Ω2

hor(P, g)Ad.
Despite the simplicity of (2.1.10), this form of the curvature is not so useful in practice. Ideally,

we would like to be able to write FA solely in terms of A and the elementary operations on forms
we have encountered. As it turns out, we will be able to do this once we define a new wedge type
product for differential forms valued in a Lie algebra.
Definition 2.1.26. Let ω ∈ Ωk(P, g) and η ∈ Ωl(P, g), then we define:

[ω, η]p(X1, . . . , Xk+l) = 1
k!l!

∑
σ∈Sk+l

sgn(σ)
[
ω(Xσ(1),..., Xσ(k)), η(Xσ(k+1), . . . , Xσ(k+l))

]
which lies in Ωk+l(P, g).

By choosing a basis {Ta} for g, ω and η can be written as:

ω = ωa ⊗ Ta, η = ηb ⊗ Tb

Hence:

[ω, η]p(X1, . . . , Xk+l) = 1
k!l!

∑
σ∈Sk+l

sgn(σ)
[
ωa(Xσ(1),..., Xσ(k))Ta, ηb(Xσ(k+1), . . . , Xσ(k+l))Tb

]
= 1
k!l!

∑
σ∈Sk+l

sgn(σ)ωa(Xσ(1),..., Xσ(k))ηb(Xσ(k+1), . . . , Xσ(k+l)) [Ta, Tb]

=ωa ∧ ηb(X1, · · · , Xk+1) [Ta, Tb]

so we obtain that:

[ω, η] = ωa ∧ ηb ⊗ [Ta, Tb]

which implies:

[ω, η] = (−1)kl+1[η, ω]

In particular for one forms we have that:

[ω, η](X1, X2) = [ω(X1), η(X2)]− [ω(X2), η(X1)]

so:

[ω, ω](X1, X2) = 2[ω(X1), ω(X2)] (2.1.11)

hence [·, ·] is not identically zero like the bracket is for a regular Lie algebra, or like the wedge is for
a regular 2k + 1 form. With (2.1.11) in mind, we seek to prove the following theorem, also known
as the structure equation:
Theorem 2.1.9. Let P → M be a principal G bundle, and A a connection one form on P . The
curvature two form then satisfies:

FA = dA+ 1
2[A,A] (2.1.12)

We first need the following lemmas:
Lemma 2.1.2. Let X̃ be a fundamental vector field, i.e. a vertical vector field on P , and Y a
horizontal vector field on P . Then [X̃, Y ] is horizontal.

Proof. We know that X̃ is associated to some X ∈ g, so the flow of X is given by Rexp(tX). We
then see by the definition of the Lie derivative that for all p ∈ P :

[X̃, Y ]p = d

dt

∣∣∣
t=0

Rexp(−tX)∗Yp·exp(tX)

since Yp·exp(tX) ∈ Hp, and H is right invariant, we see that [X̃, Y ]p ∈ Hp.
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Lemma 2.1.3. Let X be a vector field on M , then there exists a unique horizontal vector field
XH on P satisfying Dpπ(XH

p ) = Xπ(p) for all p ∈ P . In particular, for all p ∈ P any X ∈ Hp can
be extended to a horizontal vector field XH on PU such that XH

p = X.

Proof. Let X be a vector field on M , then since Dpπ : Hp → Tπ(p)M is an isomorphism the
following assignment on H is uniquely determined:

XH
p = (Dpπ)−1(Xπ(p))

We need to show that XH is a smooth vector field. Let π(p) = x, then for some bundle chart
(U, φ) such that φ(p) = (x, g), we have that Dpφ : TpP → TxU ⊕TgG is an isomorphism. We want
to find a vector Z field on U ×G such that:

D(x,g)πU (Z(x,g)) = Xx

We define a map Z by:

Z : (U ×G) −→ (π∗UTU)
(x, g) 7−→ ((x, g), Xx) ∈ (π∗UTU)(x,g)

which is clearly smooth, and takes values in (π∗UTU) ⊂ (π∗UTU)⊕(π∗GTG) ∼= T (U×G), and thus Z
is clearly a smooth section of T (U×G). Furthermore, we see that for any v ∈ (π∗UTU)(x,g) = TxM :

v = (v, 0) ∈ TxM ⊕ TgG

Then for some smooth curve γ : I → U ×G, we have smooth curves x : I → U and g : I → G such
that:

γ(t) = (x(t), g(t))

Let γ satisfy:

γ(t) = (x, g) and γ̇(t) = (ẋ(0), ġ(0)) = (v, 0)

So we have that:

D(x,g)πU (v) = d

dt

∣∣∣
t=0

π(γ(t))

= d

dt

∣∣∣
t=0

x(t)

=v

Hence for all (x, g) ∈ U ×G we have that:

D(x,g)πU (Z(x,g)) = Xx

as desired. Since φ is a diffeomorphism it follows that there exists a unique vector field Y such
that (φ∗Y ) = Z, hence for all p ∈ PU :

Dpφ(Yp) = Zφ(p)

So:

Dφ(p)πU ◦Dpφ(Yp) =Dφ(p)πU (Zφ(p))
=Xπ(p)

However:

Dφ(p)πU ◦Dpφ(Yp) =Dp(πU ◦ φ)(Yp)
=Dpπ(Yp)

hence:

Dpπ(Yp) = Xπ(p)



2.1. PRINCIPAL BUNDLES AND CONNECTIONS 136

Thus the horizontal component of Y must be equal to XH , as:

Dpπ(XH
p ) =Dpπ ◦ (Dpπ)−1(Xx)

=Xx

while the vertical component is 0 under Dpπ. Since Y is a smooth vector field, it follows that the
horizontal component of Y must be smooth as well hence XH is the unique horizontal vector field
on P satisfying Dpπ(XH

p ) = Xπ(p) for all p ∈ P .
Let Xp ∈ Hp be horizontal, then there exists a unique Y ∈ Tπ(p)M such that:

Dpπ(Xp) = Y

Let (U,ψ) be a a coordinate chart on M containing the point π(p) = x. Then define a constant
vector field on ψ(U) by:

Zy = (y,Dxψ(Y ))

for all y ∈ ψ(U). It then follows that φ−1
∗ Z is a vector field on U satisfying:

(φ−1
∗ Z)x = Y

Thus there exists a horizontal vector field on PU satisfying:

DpπX
H
p = (φ−1Z)x = Y

so since Dpπ : Hp → TxM is an isomorphism we have that:

XH
p =(Dpπ)−1Y

=(Dpπ)−1 ◦Dpπ(Xp)
=Xp

as desired.

We now prove Theorem 2.1.8:

Proof. We first show that (2.1.13) is right invariant. First we see that

(R∗gFA) =d(R∗gA) + 1
2R
∗
g[A,A]

=Adg−1 ◦ dA+ 1
2R
∗
g[A,A]

Examining the right most term, we find that for Xp, Yp ∈ TpP :

1
2(R∗g[A,A])(Xp, Yp) =[A(Rg∗Xp), A(Rg∗Yp)]

=[Adg−1 ◦A(Xp),Adg−1 ◦A(Yp)]
=Adg−1 ◦ [A(Xp), A(Yp)]

so:

(R∗gFA) =Adg−1 ◦ dA+ 1
2Adg−1 ◦ [A,A]

=Adg−1 ◦
(
dA+ 1

2[A,A]
)

We now need to check that FA and (2.1.13) are equal. We proceed by cases, let X,Y ∈ Hp

then we see that :

F (X,Y ) =dA(X,Y )
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while:

dA(X,Y ) + 1
2 [A(X), A(Y )] = dA(X,Y )

Now let X ∈ Vp, and Y ∈ Hp, then for some V ∈ g we have that:

X = Ṽp

so:

F (X,Y ) = dA(0, Y ) = 0

By Lemma 2.1.3 extend Y to a horizontal vector field Z on an open neighborhood p such that
Zp = Y , then by (1.1.26):

dA(X,Y ) + 1
2 [A,A](X,Y ) =LṼ (A(Z))p −LZ(A(Ṽ ))p −A([Ṽ , Z]p) + [A(Ṽp), A(Zp)]

Since A(Z) is identically zero, and A(Ṽ ) is constant we obtain:

dA(X,Y ) + 1
2 [A,A](X,Y ) =−A([Ṽ , Z]p)

However, [Ṽ , Z]p is horizontal by Lemma 2.1.12 so:

dA(X,Y ) + 1
2 [A,A](X,Y ) = 0

Finally, let X,Y ∈ Vp, then for some V,W ∈ g, we have X = Ṽp and Y = W̃p. Clearly:

F (X,Y ) = dA(0, 0) = 0

while:

dA(X,Y ) + 1
2 [A,A](X,Y ) =LṼ (A(W̃ ))p −LW̃ (A(W̃ ))p −A([Ṽ , W̃ ])p + [A(Ṽp), A(W̃p)]

=−A([Ṽ , W̃ ]p) + [V,W ]

=−A([̃V,W ]p) + [V,W ]
=− [V,W ] + [V,W ]
=0

Therefore:

FA = dA+ 1
2[A,A]

as desired.

Example 2.1.11. We continue from Example 2.1.8. Let P = M×G, then a connection one form
is on M ×G is given by π∗GµG. We want to show that F vanishes identically on P . Since, F is zero
whenever a vector is vertical, we only need to check F (X,Y ) = 0 for X,Y ∈ H(x,g) = (π∗MTM)(x,g).
Let X,Y ∈ H(x,g), then:

F (X,Y ) = dA(πG∗ ◦ πH(X), πG∗ ◦ πH(Y )) = dA(πG∗(X), πG∗(Y )) = dA(0, 0) = 0

so F vanishes identically on M ×G. This then implies that:

d(π∗GµG) + 1
2 [π∗GµG, π∗GµG] = 0

Then, pulling out π∗G we see:

π∗G

(
dµG + 1

2[µG, µG]
)

= 0

and since πG∗ is not identically zero on TP , we obtain:

dµG + 1
2[µG, µG] = 0 (2.1.13)

The equation above is known as the Maurer-Cartan equation.
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With the above we see that if F vanishes on P , then for all X,Y ∈ Γ(H):

FA(X,Y ) = dA(X,Y ) = −A([X,Y ]) = 0 =⇒ [X,Y ] ∈ Γ(H)

Hence if FA is identically zero then Γ(H) is a Lie subalgebra of X(P ), so in essence FA can be
thought of has measuring how much Γ(H) fails to be closed under the Lie bracket.

The curvature form also satisfies the following important property, often known as the Bianchi-
Identity:
Theorem 2.1.10. Let P →M be a principal G bundle, A a connection one form on P , and FA
the curvature of A. Then:

π∗HdF = 0

Proof. This follows from the structure equation. Let X,Y, Z ∈ TpP then:

π∗HdF (X,Y, Z) =d
(
dA+ 1

2[A,A]
)

(πH(X), πH(Y ), πH(Z))

=1
2d[A,A](πH(X), πH(Y ), πH(Z))

From equation (1.1.27) we have that by extending πH(X), πH(Y ), φH(Z) to horizontal vector fields
XH , Y H , ZH on an open neighborhood of p:

d[A,A](πH(X), πH(Y ), πH(Z)) =LXH ([A(Y H), A(ZH)])p + LY H ([A(ZH), A(XH)])p + LZH ([A(XH , Y H)])p
− [A(LXHY

H), A(ZH)]p − [A(LY HZ
H), A(XH)]p − [A(LZHX

H), A(Y H)]p

However this is identically zero since A(XH) = A(Y H) = A(ZH) = 0. Thus:

π∗HdF = 0

as desired.

We will revisit the theorem above in the sections on covariant derivative, as there will be more
convenient ways of expressing this property.

Similarly to the connection one form we can pull FA back to the base manifold M if we are
given a local gauge s.
Definition 2.1.27. Let P →M be a principal G bundle, A a connection one form on P , and FA
the curvature of A. For a local gauge s : U → PU , the local curvature form is defined by:

Fs = s∗FA

with:

Fµν = Fs(∂µ, ∂ν)

for some coordinate frame {∂µ} on U .
Proposition 2.1.22. Let P →M be a principal G bundle, A a connection one form on P , and FA
the curvature of A. For a local gauge s : U → PU , the local curvature form satisfies the following
local structure equation:

Fs = dAs + 1
2[As, As]

In particular, given a coordinate frame {∂µ} for U , we have that the components of F are given
by:

Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ]
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Proof. We see that:

s∗F =s∗(dA) + 1
2s
∗[A,A]

=d(s∗A) + 1
2 [s∗A, s∗A]

=dAs + 1
2[As, As]

Furthermore, we see that:

Fµν =dAs(∂µ, ∂ν) + 1
2 [As, As](∂µ, ∂ν)

=∂µ(As(∂ν))− ∂ν(As(∂µ))−A([∂µ, ∂ν ]) + [As(∂µ), As(∂ν)]
=∂µAν − ∂νAµ + [Aµ, Aν ]

as desired.

We would like to see how F transforms under physical gauge transformations, and global gauge
transformations. We will proceed similarly to our work with connection one forms.
Theorem 2.1.11. Let P →M be a principal G bundle, A a connection one form on P , and FA
the curvature of A. Furthermore, let si : Ui → PUi and sj : Uj → PUj be two local gauges related
on the overlap by the physical gauge transformation h : Ui ∩ Uj → G, i.e.

si(x) = sj(x) · h(x)

Then:

Fsi = Adh−1 ◦Asj

or if G is a matrix Lie group:

Fsi = h−1 · Fsj · h

Proof. For brevity we denote Fsi and Fsj by Fi and Fj respectively. We have that:

Fi =s∗iFi
=(Φ(sj , h))∗F

From our work in Theorem 2.1.7 we have that:

D(sj(x),h(x))Φ(Dxsj(X), Dxh(X)) =Ds(X)Rh(Dxsj(X)) + ˜µG(Dxh(x))sj(x)·h

F is identically zero on fundamental vector fields, hence:

Fi(X,Y ) =F (Ds(X)Rh(Dxsj(X)), Ds(X)Rh(Dxsj(Y )))
=(R∗hF )(Dxsj(X), Dxsj(Y ))
=Adh−1 ◦ F (Dxsj(X), Dxsj(Y ))
=Adh−1 ◦ Fj(X,Y )

Thus:

Fsi = Adh−1 ◦Asj

or, if G is a matrix Lie group:

Fsi = h−1 · Fsj · h

An entirely analogous proof demonstrates that:
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Theorem 2.1.12. Let P →M be a principal G bundle, A a connection one form on P , and FA
the curvature of A. Let f be a global bundle automorphism, then:

f∗FA = Adσ−1
f
◦ FA

Furthermore:

F f
∗A = Adσ−1

f
◦ FA

Proof. We see that f(p) = Φ(p, σf (p)), hence for X,Y ∈ TpP :

(f∗F )(X,Y ) = F (DpRσf (X), DpRσf (Y ))

where the fundamental vector fields portion of Dp,σfΦ has vanished by the same argument as
before. It is then clear that:

(f∗F ) = (R∗σfF ) = Adσ−1
f
◦ F

Finally, we have that:

F f
∗A =df∗A+ 1

2[f∗A, f∗A]

=f∗(dA) + 1
2f
∗[A,A]

=f∗FA

=Adσ−1
f
◦ F

as desired.

Example 2.1.12. We continue with Example 2.1.9 by calculating the curvature of the connection
one form:

A(z1,z2) =1
2 (z̄1α1 − z1ᾱ1 + z̄2α2 − z2ᾱ2)

on principal S1 bundle S3 → S2. First we note that in the (z1, z2) coordinates for C2:

dzi(X0, X1) = Xi and dz̄j(X0, X1) = X̄j

so we write A as:

A = 1
2 (z̄1dz1 − z1dz̄1 + z̄2dz2 − z2dz̄2)

Then since S1 is abelian it follows that:

FA =dA

=1
2 (dz̄1 ∧ dz1 − dz1 ∧ dz̄1 + dz̄2 ∧ dz2 − dz2 ∧ dz̄2)

=− (dz1 ∧ dz̄1 + dz2 ∧ dz̄2)

We now want to pull FA back by a local gauge s. We begin by quickly noting that since S1 is
abelian, if we have another local gauge sj = s · h(x), then:

s∗jF = Adh−1 ◦ Fs = Fs

so this s∗FA form on S2 is independent of choice of gauge, and thus globally defined. We see that
by Example 1.2.15, for all (z1, z2) ∈ S3:

π(z1, z2) = (2z1z̄2, 2|z1|2 − 1) ∈ S2
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Hence we define a map on U = S2 r (0, 1) ∈ C × R with image in S3 by:

s(w, z) =

i√1
2(1− z), 1

2
iw̄√

1
2 (1− z)


From our work in Example 1.2.15 we know that this map satisfies π ◦ s = IdU , and is thus a
local gauge U → S3

U .
We now calculate:

s∗(dz1) =d(z1 ◦ s)

=i
√

1
2d
(√

1− z
)

= −idz
2
√

2
√

1− z

Furthermore:

d(z̄1 ◦ s) = idz

2
√

2
√

1− z

Hence:

s∗(dz1 ∧ dz̄1) = 0

For the other component of F we have that:

d(z2 ◦ s) = iw̄

2
√

2(1− z)3/2
dz + i√

2
√

1− z
dw̄

while:

d(z̄2 ◦ s) = −iw
2
√

2(1− z)3/2
dz + −i√

2
√

1− z
dw

so:

d(z2 ◦ s) ∧ d(z̄2 ◦ s) = w̄

4(1− z)2 dz ∧ dw + w

4(1− z)2 dw̄ ∧ dy + 1
2(1− z)dw̄ ∧ dw

with w = x+ iy we obtain:

d(z2 ◦ s) ∧ d(z̄2 ◦ s) = −ix
2(1− z)2 dz ∧ dy + −iy

2(1− z)2 dz ∧ dx+ −i
(1− z)dx ∧ dy

hence:

s∗F = ix

2(1− z)2 dx ∧ dy + iy

2(1− z)2 dz ∧ dx+ −i
(1− z)dy ∧ dx

= i

2(1− z)2 (xdz ∧ dy + ydy ∧ dz + 2(z − 1)dy ∧ dx)

= i

2(1− z)2 (xdz ∧ dy + ydy ∧ dz + zdy ∧ dx+ (z − 2)dy ∧ dx)

We can pull s∗F back by the angle parameterization of S2:

φ−1 = (sin θ cosφ, sin θ cosφ, cos θ)

by first noting that by Example 1.1.26:

φ−1∗(xdz ∧ dy + ydy ∧ dz + zdy ∧ dx) = sin θdθ ∧ dφ
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so:

φ−1∗(s∗F ) = i

2(1− cos θ)2 (sin θ + (cos θ − 2) cos θ sin θ) dθ ∧ dφ

= i

2(1− cos θ)2 (1− cos θ)2 sin θdθ ∧ dφ

= i

2 sin θdθ ∧ dφ

which is the standard volume form for S2 in the angle coordinates scaled by i/2. Therefore we
deduce that the global curvature form FS2 is:

FS2 = i

2dvolg

where g is the standard round metric on S2.

2.1.7 Covariant Derivatives
In order to reproduce physical theories in our geometric formalism, we will need a way of differ-
entiating matter fields along vector fields on the base manifold. In particular, as matter fields are
represented by sections of a vector bundle E associated to a principal bundle over the space time
M , we will need a K-linear map:

Γ(E) −→ Ω1(M,E)

that satisfies some type of Leibniz law. Though in general there are a great variety of such maps20,
if we are given a connection on our principal bundle, we can write one down for free.
Definition 2.1.28. Let P →M be a principal G bundle, E = P ×ρ V a vector bundle associated
to P , and A a connection on P . For any smooth section Φ ∈ Γ(E), and any local gauge s : U → P ,
we have that

Φ = [s, φ]

for some smooth map φ : M → V . We define the covariant derivative of Φ induced by A as:

∇AΦ = [s, dφ+ ρ∗(As)φ] (2.1.14)

For some vector field X ∈ X(M) we write:

∇AXΦ = [s, dφ(X) + ρ∗(As)φ]

In order to ensure this is map is globally defined, we need to show that it is independent of our
choice of local gauge, as then with an adapted bundle atlas we can glue together the local sections
of T ∗M ⊗ E defined by (2.1.14) with a partition of unity to obtain a global section of T ∗M ⊗ E.
Theorem 2.1.13. Let P → M be a principal G bundle, E = P ×ρ V and A a connection on P .
Then, the covariant derivative ∇A is independent of the choice of local gauge s : U → PU .

Proof. Let s′ : U ′ → PU ′ be another local section of P such that on the overlap U ′ ∩ U 6= ∅:

s′ = s · h

for some physical gauge transformation h. If Φ ∈ Γ(E) satisfies :

Φ = [s, φ]

in the local gauge s for some smooth map φ : U → V , then on the over lap U ∩ U ′ we have that
for some φ′ : U ∩ U ′ → V :

Φ = [s′, φ′] = [s · h, φ′] = [s, ρ(h)φ′]
20Any map Γ(E) → Ω1(M,E) which satisfies the properties of Theorem 2.1.14 is a covariant derivative, and

any of the following proofs which do not explicitly make use of a local connection one form As extend to this more
general notion.
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hence:

φ′ = ρ(h−1)φ

We also have that under this gauge transformation:

As′ = Adh−1 ◦As + h∗µG

We would thus like to show that:

[s′, dφ′ + ρ∗(As′)φ′] = [s, dφ+ ρ∗(As)φ]

For all x ∈M and Xx ∈ TxM , we have that:

dφ′(Xx) = ρ(h−1)dφ(Xx) + (Dxρ(h−1)(Xx))φ (2.1.15)

and that:

ρ∗(As′(Xx))φ′ = ρ∗ (Adh−1 ◦As(Xx)) ρ(h−1)φ+ ρ∗ (µG(Dxh(Xx))) ρ(h−1)φ (2.1.16)

Looking a the right most term of (2.1.15) we see that:

Dxρ(h−1)(Xx) = Dh−1ρ ◦Dhi ◦ ◦Dxh(Xx)

where i : G → G is the inversion map. Let Dxh(Xx) = Z ∈ Th(x)G, then we see that for any
g ∈ G:

Dgi(Z) = d

dt

∣∣∣
t=0

(g · exp(t(µG(Z))))−1

= d

dt

∣∣∣
t=0

exp(−t(µG(Z))) · g−1

=−DeRg−1(µG(Z))

Thus we obtain that:

Dxρ(h−1)(Xx) =Dh−1ρ ◦DeRh−1(−µG(Z))
=−Dρ(e)Rρ(h−1) ◦Deρ(µG(Z))
=−De(ρµG(Z)) · ρ(h−1)
=− ρ∗(µG(Dxh(Xx))) · ρ(h−1)

Therefore (2.1.15) becomes:

dφ′(Xx) = ρ(h−1)dφ(Xx)− ρ∗(µG(Dxh(Xx))) · ρ(h−1)φ (2.1.17)

We now examine the first term of (2.1.16):

ρ∗(Adh−1 ◦As(Xx)) =ρ∗ ◦ ch−1∗(As(Xx))
=(ρ ◦ ch−1)∗(As(Xx))
=(Rρ(h) ◦ Lρ(h−1) ◦ ρ)∗(As(Xx))
=ρ(h−1) · ρ∗(As(Xx)) · ρ(h)

Thus (2.1.16) becomes:

ρ∗(As′(Xx)) = ρ(h−1) · ρ∗(As(Xx))φ+ ρ∗(µG(Dxh(Xx))) · ρ(h−1)φ (2.1.18)

Adding (2.1.17) and (2.1.18) gives:

dφ′(Xx) + ρ∗(As′(Xx)) = ρ(h−1)dφ(Xx) + ρ(h−1) · ρ∗(As(Xx))φ

hence:

[s′, dφ′(Xx) + ρ∗(As′)(Xx)] =[s · h, ρ(h−1)dφ(Xx) + ρ(h−1) · ρ∗(As(Xx))φ]
=[s, dφ(Xx) + ρ∗(As(Xx))φ]

Thus we conclude that:

[s′, dφ′ + ρ∗(As′)φ′] = [s, dφ+ ρ∗(As)φ]

so the map ∇A : Γ(E)→ Ω1(M,E) is independent of a choice of local gauge.
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We now check ∇A satisfies the expected properties of a covariant derivative.
Theorem 2.1.14. Let A be a connection in a principal G bundle over M , and E = P ×ρ V
an associated vector bundle. The map ∇A : Γ(E) → Ω1(M,E) is K-linear in both entries, and
satisfies:

∇AfXΦ = f∇AXΦ

for all f ∈ C∞(M,R), and the Leibniz law:

∇AX(λΦ) = (LXλ)Φ + λ∇AXΦ

for all smooth functions λ ∈ C∞(M,K)

Proof. Taking K = C or R, the first two claims are clear from the definitions. Let λ ∈ C∞(M,K),
then:

∇AX(λΦ) =[s, d(λφ)(X) + ρ∗(As(λX))]
=[s, dλ(X)φ+ λdφ(X) + λρ∗(As(X))]
=(LXλ)[s, φ] + λ[s, dφ(X) + ρ∗(As(X))]
=(LXλ)Φ + λ∇AXΦ

as desired.

Note that the gauge field A only acts on sections of E when the induced representation ρ∗ is
non trivial. Physically, we interpret this as the gauge field interacting with matter. For example,
if A is the electromagnetic four potential, then A should interact with electrically charged matter
such as electrons and positrons, hence the induced representation of U(1) must be non trivial to
recover Maxwell’s field equations with matter. We call such non trivial representations charged.

We would now like to show that the covariant derivative is compatible with the natural bundle
metrics discussed in Proposition 2.1.13.
Proposition 2.1.23. Let 〈·, ·〉 be a scalar product on the vector space V , ρ a (pseudo) orthogonal
representation of G on V , and P → M a principal G bundle over M with connection A. The
covariant derivative is then compatible with the induced bundle metric from Proposition 2.1.13,
〈·, ·〉E in the sense that:

LX〈Φ,Φ′〉E = 〈∇AXΦ,Φ′〉E + 〈Φ,∇AXΦ′〉E

Proof. By Proposition 1.2.19, we see that for all X ∈ g, and all v, w ∈ V :

〈ρ∗(X)v, w〉+ 〈v, ρ∗(X)w〉 = 0

It then follows that for any local gauge s : U → P , and maps φ, φ′ : U → V :

〈∇AXΦ,Φ′〉E + 〈Φ,∇AXΦ′〉E =〈dφ(X) + ρ∗(As(X))φ, φ′〉V + 〈φ, dφ′(X) + ρ∗(As(X))φ′〉V
=〈dφ(X), φ′〉V + 〈φ, dφ′(X)〉V + 〈ρ∗(As(X))φ, φ′〉V + 〈φ, ρ∗(As(X))φ′〉V
=〈dφ(X), φ′〉V + 〈φ, dφ′(X)〉V
=LX〈Φ,Φ′〉E

Recall that when we first introduced the exterior derivative d : ωk(M)→ ωk+1(M), we defined
it first for zero forms, i.e. smooth functions on M . If we notice that smooth sections of E are
essentially smooth functions on M with values in E, we that the covariant derivative is a map:

∇AX : Ω0(M,E) −→ Ω1(M,E)

Our goal is now to extend this map as we did for the exterior derivative, in order to obtain a map
dA : Ωk(M,E)→ Ωk+1(M,E), which we call the exterior covariant derivative. We begin with
the following definition:
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Definition 2.1.29. There is a well defined wedge product ∧ between differential forms on M
valued in K and forms twisted in a K-linear vector bundle E:

∧ : Ωk(M) × ωl(M,E) −→ ωk+l(M,E)

The definition above simply alludes to the standard wedge product, as if ω ∈ Ωk(M) and
η ∈ Ωl(M,E), then we write that:

(ω ∧ η)p(X1, . . . , Xk+l) = 1
k!l!

∑
σ∈Sk+l

sgn(σ)ωp(Xσ(1), . . . , Xσ(k))ηp(Xσ(k+1), . . . , Xσ(k+l))

which is well defined as ωp will take values in R or C, and ηp will take values in a R or C linear
vector space. If E is complex, and M is a real smooth manifold, then the product above is still
well defined, as we can still think of ωp as taking values in C.

To define the exterior covariant derivative, let ω be an element of Ωk(M,E), and e1, . . . , en be
a local frame for E over an open set U ⊂M . Then ω can be written as:

ω = ωi ⊗ ei

where ωi ∈ Ωk(U).
Definition 2.1.30. Let A be a connection one form on a principal G bundle P → M , and
E = P ×ρ V an associated vector bundle. Then we define the exterior covariant derivative or
covariant differential:

dA : Ωk(M,E) −→ Ωk+1(M,E)

by:

dAω = (dωi)⊗ ei + (−1)kωj ∧ (∇Aej) (2.1.19)

∇ : Γ(⊗kT ∗M ⊗ E) −→ Γ(⊗k+1T ∗M ⊗ E)

∇(ω ⊗Ψ) = ∇ω ⊗Ψ + ω ⊗∇Ψ

This definition superficially depends on a choice of a local frame for E, we need to show that this
choice actually does not matter.
Lemma 2.1.4. The definition of dA is independent of a choice of local frame for E.

Proof. Suppose ω ∈ Ωm(M,E), then for a local frame e1, . . . , en of EU we have:

ω = ωi ⊗ ei

for ωi ∈ Ωm(U). Let f1, . . . , fn be another frame for EU , then there exists an matrix of smooth
functions Aij on U such that:

fj = Aijei

Let ηi be a family of one forms such that:

ηi =
(
A−1)i

j
ωj

Thus:

ηi ⊗ fi =
(
A−1)i

k
ωk ⊗Ajiej

=
(
A−1)i

k
Ajiω

k ⊗ ej
=δjkω

k ⊗ ej
=ωj ⊗ ej
=ω
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We now want to calculate the exterior covariant derivative of ηi⊗fi and show it is equal to (2.1.20):

dA(ηi ⊗ fi) =d(ηi)⊗ fi + (−1)mηi ⊗∇Afi
=d
((
A−1)i

k
ωk
)
⊗ (Ajiej) + (−1)m

(
A−1)i

k
ωk ∧∇A(Ajiej)

We see that the first term can be written:

dωj ⊗ ej + d
(
A−1)i

k
∧ ωk ⊗ (Ajiej) (2.1.20)

while the second term can be written as:

(−1)kωj ∧∇Aej + (−1)m(A−1)ikωk ∧ d(Aji )⊗ ej (2.1.21)

Passing the the differential one form d(Aji ) through ηj we obtain:

(−1)mωj ∧∇Aej + (A−1)ikd(Aji ) ∧ ωk ⊗ ej (2.1.22)

Adding (2.1.21) and (2.1.23) together we get:

dA(ηi ⊗ fi) =dA(ωj ⊗ ej) +
(
d
(
A−1)i

k
Aji +

(
A−1)i

k
d(Aji )

)
∧ ωk ⊗ ej

However:

d
(
A−1)i

k
Aji +

(
A−1)i

k
d(Aji ) =d

((
A−1)i

k
Aji

)
=d(δjk)
=0

so:

dA(ηi ⊗ fi) =dA(ωj ⊗ ej)

as desired.

With the lemma above, we can prove the following:
Proposition 2.1.24. Let P → M be a principal G bundle with connection A, and E = P ×ρ V
an associated vector bundle. Then for all ω, η ∈ Ωk(M,E), σ ∈ Ωl(M), and e ∈ Γ(E), the exterior
covariant derivative satisfies the following properties:
a) dA(ω + η) = dAω + dAω

′

b) dA(σ ⊗ e) = dσ ⊗ e+ (−1)lσ ∧∇Ae
c) dA(σ ∧ ω) = dσ ∧ ω + (−1)lσ ∧ dAω

Proof. We begin with a). For some local frame e1, . . . , en of E let:

ω = ωi ⊗ ei and η = ηi ⊗ ei

where ωi, ηi ∈ Ω(U). Then:

ω + η = ωi ⊗ ei + ηi ⊗ ei = (ωi + ηi)⊗ ei

hence:

dA(ω + η) =d(ωi + ηi)⊗ ei + (−1)k(ωi + ηi) ∧∇Aei
=(dωi + dηi)⊗ ei + (−1)kωi ∧∇Aei + (−1)kηi ∧∇Aei
=dωi ⊗ ei + (−1)kωi ∧∇Aei + dηi ⊗ ei + (−1)kηi ∧∇Aei
=dAω + dAη

To prove b), note that if e is a section of Γ(E), then on U we can write e:

e = f iei
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where f i ∈ C∞(U). We then see that:

σ ⊗ e =σ ⊗ f iei = f iσ ⊗ ei

hence:

dA(σ ⊗ e) =dA(f iσ ⊗ ei)
=d(σf i)⊗ ei + (−1)lf iσ ∧∇Aei
=f id(σ)⊗ ei + (−1)l

(
σ ∧ d(f i)⊗ ei + f iσ ∧∇Aei

)
=dσ ⊗ e+ (−1)lσ ∧∇Ae

Finally, we see that σ ∧ ω ∈ Ωk+l(M,E), so:

σ ∧ ω = (σ ∧ ωi)⊗ ei

We calculate:

dA(σ ∧ ω) =d(σ ∧ ωi)⊗ ei + (−1)k+lσ ∧ ω ∧∇Aei
=dσ ∧ ωi ⊗ ei + (−1)lσ ∧ dωi ⊗ ei + (−1)k+lσ ∧ ωi ∧∇Aei
=dσ ∧ ω + (−1)lσ ∧

(
dωi ⊗ ei + (−1)kωi ∧∇Aei

)
=dσ ∧ ω + (−1)lσ ∧ dAω

Let σ ∈ Ω0(M) = C∞(M) be the constant function identically equal to 1 on M , and e be a
section of E, then by condition b)

dA(σ ⊗ e) =d(σ)e+ σ∇Ae
=∇Ae

so dA acting on Ω0(M,E) = Γ(E) is just the usual covariant derivative, as expected.
We can also describe the exterior covariant derivative in a purely local way. Let ρ be a repre-

sentation of G on a vector space V .
Definition 2.1.31. We define the wedge product:

Ωk(M, g) × Ωl(M,V ) −→ Ωk+l(M,V )
(η, ω) 7−→ η ∧ ω

by choosing a basis {vi} for V such that ω = ωi ⊗ vi and setting:

η ∧ ω = ρ∗(η)vi ∧ ωi

The definition above is clearly indepedent of our choice of basis. Furthermore, with respect to
a local section s : U → PU of some principal G bundle over M , and a basis {vi} for V , we obtain
a local frame for E = P ×ρ V by:

ei = [s, vi] (2.1.23)

Every ω ∈ Ωl(M,E) then defines an l form on M with values in V by:

ωs = ωi ⊗ vi

We now wish to prove the following theorem.
Theorem 2.1.15. Let P → M be a principal G bundle with a connection one form A, and
E = P ×ρ V a vector bundle associated to P . With respect to a local gauge s : U → P we can
write:

(dAω)s = dωs +As ∧ ωs

for all ω ∈ Ωl(M,E).
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Proof. Let s : U → PU be a local gauge, and {vi} be a basis for V . Then we obtain local frame
for EU by (2.1.24), and with this local frame we have that:

ω = ωi ⊗ ei

and:

ωs = ωi ⊗ vi

for any ω ∈ Ωl(M,E). We see that:

dAω =dωi ⊗ ei + (−1)lωi ∧∇Aei
=dωi ⊗ ei +∇Aei ∧ ωi

Note that:

∇Aei = [s, ρ∗(As)vi]

so: (
∇Aei

)
s

= ρ∗(As)vi

Hence:

(dAω)s =dωi ⊗ vi + ρ∗(As)vi ∧ ωi

=dωs +As ∧ ωs

as desired.

We now wish to study curvature in an associated vector bundle. We begin with the following
definition:
Definition 2.1.32. Let E be vector bundle associated to a principal G bundle P →M , and A a
connection one form on P . The curvature of ∇A is defined as:

F (X,Y )Φ = ∇AX∇AY Φ−∇AY∇AXΦ−∇[X,Y ]Φ

for all X,Y ∈ X(M) and all Φ ∈ Γ(E).
As it turns out, the curvature in an associated vector bundle is intimately related to the

curvature form FA on the principal bundle.
Theorem 2.1.16. Let P → M be a principal G bundle with a connection one form A on P ,
E = P ×ρ V a vector bundle associated to P , and Φ a smooth section of E. Then, for any local
gauge s : U → PU , and a smooth map φ : U → V such that:

Φ = [s, φ]

the curvature of Φ satisfies:

F (X,Y )Φ = [s, ρ∗(FAs (X,Y ))φ]

Proof. We see for some smooth functions φi on U , and a basis {vi} for V that:

Φ = [s, φivi] = [s, φ]

implying that for Y ∈ X(M):

dφ(Y ) = dφi(Y )vi = LY φ
ivi = LY φ

hence:

∇AY Φ = [s,LY φ+ ρ∗(As(Y ))φ] (2.1.24)
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Choosing a basis {Ta} for g we have that:

ρ∗(As(Y )) = Aas(Y )⊗ ρ∗(As)

so:

dρ∗(As(Y ))(X) =d(Aas(Y ))(X)⊗ ρ∗(Ta)
=LX(Aas(Y ))⊗ ρ∗(Ta)
=ρ∗(LX(As(Y ))) (2.1.25)

With (2.1.24) and (2.1.25) at hand we obtain:

∇AX∇AY = [s,LX(LY φ) + ρ∗(LX(As(Y )) +As(X)As(Y ))φ
ρ∗(As(X))dφ(Y ) + ρ∗(As(Y ))dφ(X)]

Deducing the form of ∇AY∇AXΦ by symmetry, and recalling that:

As(X)As(Y )−As(Y )As(X) = 1
2 [As, As](X,Y )

we see that:

(∇AX∇AY −∇AY∇AX)Φ = [s,LX(LY φ)−LY (LXφ)

+ρ∗(LX(As(Y ))−LY (As(X)) + 1
2 [As, As](X,Y ))φ] (2.1.26)

Let f ∈ C∞(M), then it is easy to see that:

LX(LY f)−LY (LXf) = L[X,Y ]f

So we can rewrite (2.1.26) as:

(∇AX∇AY −∇AY∇AX)Φ = [s,L[X,Y ]φ+ ρ∗(LX(As(Y ))−LY (As(X))

+ 1
2 [As, As](X,Y ))φ] (2.1.27)

We now examine the term:

∇A[X,Y ]Φ = [s,L[X,Y ]φ+ ρ∗(As([X,Y ]))φ] (2.1.28)

Recall that:

dAs(X,Y ) = LX(As(Y ))−LY (As(Y ))−As([X,Y ])

so by subtracting (2.1.28) from (2.1.27) we obtain that:

F (X,Y )φ =[s, ρ∗(dAs(X,Y ) + 1
2As(X,Y ))φ]

=[s, ρ∗(FAs (X,Y )φ)]

as desired.

From the proceeding theorem it is clear that FΦ is an element of Ω2(M,E), thus motivating
our next result.
Theorem 2.1.17. Let P → M be a principal G bundle with connection one form A on P , E =
P ×ρ V a vector bundle associated to P , and Φ a smooth section of E. Then, as two forms with
values in E:

dAdAΦ = FΦ
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Proof. We present two separate proofs, one which makes explicit use of a local connection one form
As and Theorem 2.1.16, and another which follows from Theorem 2.1.14 and Proposition
2.1.24; we begin with the latter.

First, from Proposition 2.1.24 it follows that:

dAΦ = ∇AΦ

With a local frame ei for U we can write this as:

dAΦ =
(
∇AΦ

)i ⊗ ei
where

(
∇AΦ

)i ∈ Ω1(U). Then again from Proposition 2.1.14, it follows that:

dAdAΦ = d
(
∇AΦ

)i ⊗ ei − (∇AΦ
)i ∧∇Aei

For all X,Y ∈ X(M) we then obtain the following:

(dAdAΦ)(X,Y )Φ =LX

(
∇AY Φ

)i ⊗ ei −LY

(
∇AΦx

)i ⊗ ei −∇A[X,Y ]Φ

−
(
∇AXΦ

)i∇AY ei +
(
∇AY Φ

)i∇AXei
By Theorem 2.1.14 we notice that:

∇AX
(
∇AY Φ

)i
ei = LX

(
∇AY Φ

)i
ei +

(
∇AY Φ

)i∇AXei
thus:

(dAdAΦ)(X,Y ) = ∇AX∇AY Φ−∇AY∇AXΦ−∇[X,Y ]Φ

implying the claim.
For the former method, let s : U → P be a local gauge, and {vi} be a basis for V , then:

Φ = [s, φivi]

for some φi ∈ C∞(U). We take the exterior covariant derivative:

dAΦ = [s, dφi ⊗ vi + φiρ∗(As)vi]

Taking the exterior covariant derivative again we obtain:

dAdAΦ =[s,−dφi ∧ ρ∗(As)vi + dφi ∧ ρ∗(As)vi + φiρ∗(dAs)vi + φiAs ∧ (ρ∗(As)vi)]
=[s, φiρ∗(dAs)vi + φiAs ∧ (ρ∗(As)vi)]

We see that after choosing a basis {Ta} for g:

ρ∗(As)vi = Aa ⊗ ρ∗(Ta)vi

so:

φiAs ∧ (ρ∗(As)vi) = φi(ρ∗(As)ρ∗(Ta)vi) ∧Aas

We now insert the vector fields X,Y ∈ X(M) into the twisted two form above:

φiAs ∧ (ρ∗(As)vi)(X,Y ) =φi(ρ∗(As(X))ρ∗(Ta)viAas(Y )− ρ∗(As(Y ))ρ∗(Ta)viAas(Y X))
=φi(ρ∗(As(X))ρ∗(As(Y ))− ρ∗(As(Y ))ρ∗(As(X)))vi
=φi[ρ∗(As(X)), ρ∗(As(Y ))]vi
=ρ∗([As(X), As(Y )])φ

=ρ∗
(

1
2 [As, As](X,Y )

)
φ
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Thus:

dAdAΦ =
[
s, ρ∗(dAs) + ρ∗

(
1
2 [As, As]

)
φ

]
=[s, ρ∗(Fs)φ]

which by Theorem 2.1.16 implies that:

dAdAΦ = FΦ

as desired.

The theorem above demonstrates two important facts; first and foremost, the exterior covariant
derivative does not in general satisfy:

dA ◦ dA = 0

This is in start contrast to the standard exterior derivative on the usual forms on Ωk(M). Secondly,
by the theorem above, we can interpret the non-vanishing of dA ◦ dA as the measurement of the
curvature of the covariant derivative ∇A.

2.1.8 Forms With Values in Ad(P)
Recall from the previous sections that both the curvature form, and the difference between two
connections were realized as Ad-invariant horizontal forms on P . Our main goal in this section is to
realize these two objects as global fields on the spacetime, specifically as elements of Ωl(M,Ad(P )),
where Ad(P ) is the adjoint bundle from Example 2.1.15, and then state two more useful, but
equivalent, forms of the Bianchi identity. It is easiest to see that horizontal Ad invariant forms
are in one to one correspondence with forms twisted with Ad(P ) in the l = 0 case. Indeed, we see
that:

Ω0
hor(P, g)Ad = {f ∈ C∞(P, g) : f(p · g) = Adg−1 ◦ f(p)}

hence the value of f in any fibre is entirely determined by it’s value at a single point in the fibre.
Furthermore:

Ω0(M,Ad(P )) = Γ(Ad(P ))

so for any f ∈ Ω0
hor(P, g)Ad we can obtain a unique smooth section Φ ∈ Γ(Ad(P )) by:

Φ(x) = [p, f(p)]

for any p ∈ Px. This is independent of our choice of p as for all g ∈ G:

[p · g, f(p · g)] = [p · g,Adg−1 · f(p)] = [p, f(p)]

so it is well defined. Furthermore, let Φ ∈ Γ(Ad(P )), then for all x ∈M , we have that:

Φ(x) = [p, v]

for some p ∈ Px, and v ∈ g. We then define f by:

f(p) = v

We see that for any other q ∈ Px:

f(q) = f(p · g) = Adg−1 ◦ f(p)

so f is Ad invariant. Additionally, for some local gauge s : U → P , and some smooth map
φ : U → V :

Φ(x) = [s(x), φ(x)]
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Then for any p ∈ PU we have that p = s(x) · g hence:

f(p) = f(s(x) · g) = Adg−1 ◦ f(s(x)) = Adg−1 ◦ φ(π(p))

so f is smooth, and is thus an element of Ω0
hor(P, g)Ad such that:

[p, f(p)] = Φ

so the assignment f → Φ is an isomorphism. With this discussion in mind, we move onwards to
the case of general l.
Theorem 2.1.18. Let P be a principal G bundle over M . Then, the vector spaces Ωlhor(P, g)Ad

and Ωl(M,Ad(P )) are canonically isomorphic.

Proof. We define the map:

F : Ωlhor(P, g)Ad −→ Ωl(M,Ad(P ))

by:

F (ω)x(X1, . . . , Xl) = [p, ωp(Y1, . . . , Yl)]

where x ∈ Px, and Yi ∈ TpP such that π∗Yi = Xi for each i. We first check that this is well
defined; let Zi be another set of vectors in TpP satisfying π∗Zi = Xi. We see that:

π∗(Yi − Zi) = 0

hence the difference Yi − Zi lies in Vp. Therefore:

ωp(Z1, . . . , Zl) =ωp(Z1 + (Y1 − Z1), . . . , Zl + (Yl − Zl))
=ωp(Y1, . . . , Yl)

so F (ω)x is independent of our choice of Yi. Secondly, if q ∈ Px, then for some g ∈ G we have that
q = p · g; let Yi ∈ TqP , then:

[q, ωq(Y1, . . . , Yl)] =[p · g, ωp·g(Y1, . . . , Yl)]
=[p,Adg ◦ ωp·g(Y1, . . . Yl)]
=[p, (R∗g−1ω)p·g(Y1, . . . , Yl)]
=[p, ωp(Rg−1∗Y1, . . . , Rg−1∗Y1)]

We see that:

π∗ ◦Rg−1∗(Yi) = (π ◦Rg−1)∗Yi = π∗Yi = Xi

so by the independence of our choice of Yi, we have that F (ω)x is independent of our choice of p.
To see that F (ω)x is smooth, and thus an element of Ωl(M,Ad(P )), let s : U → PU be a local
gauge, and Xi a set of local vector fields on U ; then:

(s∗ω)(X1, . . . , Xl) = ω(s∗X1, . . . , s∗Xl)

is a smooth map U → g, so:

F (ω)(X1, . . . , Xl)|U = [s, ω(s∗X1, . . . , s∗Xl)]

is a smooth section of Ad(P ), hence F (ω) ∈ Ωl(M,Ad(P )) as desired.
We clearly see that this assignment is injective, that is F (ω) is only the zero element if ω is the

zero element in Ωlhor(P, g)Ad. To see that this map is also surjective, let η ∈ Ωl(M,Ad(P )), then:

ηx(X1, . . . , Xl) = [p, v]

for some p ∈ Px, and v ∈ g, and a set of vectors Xi ∈ TxM . We then define an ω ∈ Ωlhor(P, g)Ad

by:

ωp(Y1, . . . , Yl) = v
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for all Yi ∈ TpP satisfying π∗Yi = Xi. The condition that this holds for all Yi which map to Xi

forces ω to be horizontal. Furthermore, we see for any other q = p · g ∈ Px, we have that:

ωq(Rg∗Y1, . . . , Rg∗Yl) =Adg−1(v)
=Adg−1 ◦ ωp(Y1, . . . , Yl)

so ω is also Ad invariant. Now let s : U → PU be a local gauge , with corresponding smooth map
φ : U → V , and Xi be a set of vector fields on U , then:

η(X1, . . . , Xl) = [s, φ]

By our work in Lemma 2.1.3, there exist vector fields Yi on PU such that for all p ∈ PU :

Dpπ(Yi) = Xiπ(p)

so:

ωs(x)·g(Y1, . . . , Yl) = Adg−1 ◦ φ(x)

hence ω is smooth. It follows then that ω ∈ Ωlhor(P, g)Ad, and satisfies:

F (ω) = η

by construction. The linearity of F is clear, so F is then an isomorphism, which implies the
claim.

From the theorem above, we obtain the following corollary immediately:
Corollary 2.1.5. Let P be a principal G bundle over M . Then:
a) The difference between any two connections can be uniquely identified with an element αM ∈

Ω1(M,Ad(P )). In particular, the set of all connection one forms on P forms an affine space
over Ω1(M,Ad(P ))

b) The curvature FA of any connection A can be uniquely identified with an element FAM ∈
Ω2(M,Ad(P )).

The above corollary has two important implications. First, recall from Example 2.1.10 that
we realized the four potential of electromagnetism as a connection one form on R4 × U(1), then
recall from our knowledge of undergraduate physics that it is only the difference of two potentials
which has physical meaning. This is exactly what the first part of Corollary 2.1.5 encodes, as
it means we can only view the difference between two potentials as being globally well defined on
spacetime.

The second point encodes a more easily digestible statement. For abelian gauge theories, this
point offers not much insight, as Fs is a globally well defined form on M . However, for non-abelian
gauge theories, this point implies that the curvature form is globally defined on M with values in
the adjoint bundle, and though FAM is not gauge invariant, we will see that it’s L2 norm is, so long
as we we fix an Ad-invariant scalar product on g.

With the aide of Theorem 2.1.18, we turn to proving two new forms of the Bianchi identity.
Theorem 2.1.19. Let P be a principal G bundle over M , and a A a connection one form. Then:

dFA + [A,FA] = 0 (2.1.29)

Proof. For brevity we denote the curvature of A by F . We have the structure equation:

F = dA+ 1
2[A,A]

so:

dF = d(dA) + 1
2d[A,A] = 1

2d[A,A]
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Expanding A in a local basis {Ta} for g we obtain:

d[A,A] =d(Aa ∧Ab ⊗ [Ta, Tb])
=dAa ∧Ab ⊗ [Ta, Tb]−Aa ∧ dAb ⊗ [Ta, Tb]
=dAa ∧Ab ⊗ [Ta, Tb] + dAb ∧Aa ⊗ [Tb, Ta]
=2[dA,A]

hence:

dF = [dA,A] (2.1.30)

Now examine the other term in (2.1.30):

[A,FA] = [A, dA] + 1
2 [A, [A,A]]

For all p ∈ P and any X1, X1, X3 ∈ TpP , we have that by Definition 2.1.26:

[A, [A,A]]p (X1, X2, X2) =
∑
σ∈S3

[
A(Xσ(1)), [A(Xσ(2)), A(Xσ(3))]

]
= [A(X1)[A(X2), A(X3)]] + [A(X2)[A(X3), A(X1)]]

+ [A(X3)[A(X1), A(X2)]]− [A(X2)[A(X1), A(X3)]]
− [A(X1)[A(X3), A(X2)]]− [A(X3)[A(X2), A(X1)]]

The sum of the three positive terms vanish by the Jacobi identity, and the sum of three negative
terms also vanish by the Jacobi identity, hence:

[A, [A,A]] = 0

Therefore:

[A,FA] = [A, dA] = −[dA,A] (2.1.31)

Putting (2.1.31) and (2.1.32) together we see:

dF + [A,FA] = [dA,A]− [dA,A] = 0

as desired.

Corollary 2.1.6. Let FA be the curvature of a connection A, then FAM ∈ Ω2(M,Ad(P )) satisfies:

dAF
A
M = 0

Proof. We again write FA as F for brevity. From our proof of Theorem 2.1.18 we have that
given a local gauge s : U → PU :

FM |U = [s, s∗F ] = F as ⊗ [s, Ta]

where {Ta} is a basis for g. Therefore:

FMs = F as ⊗ Ta = Fs

where Fs is the local curvature form obtained by pulling F back to U . Since Fs satisfies the local
structure structure equations, we see that:

(dAFM )s = dFs + [As, Fs] = 0

and since this holds for every local gauge:

dAFM = 0

as desired.
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2.2 Spinors
It was a harrowing discovery of the twentieth century that particles carry an intrinsic angular
momentum, often referred to as it’s spin. Without mentioning this fact, we have already studied a
classical analogue to this quantum phenomenon. Indeed, gauge fields are the classical counterpart
to gauge bosons, which can be viewed as particles which intermediate certain interactions. In the
case of electromagnetism, we have seen that the gauge field, or connection A corresponds to the
classical electromagnetic four potential. In the quantum setting, after fixing a vacuum gauge field
A0, excitations in the gauge field, which can be viewed as the difference between two connections,
are viewed as photons, i.e. a spin 1 particle. In fact, all gauge fields are spin 1 because they are
one forms forms, and thus transform as usual under rotations.

However, there exists other particles in physics, which are not spin 1. Indeed, fermions, such as
electrons, positrons, neutrinos, and quarks, are all spin 1

2 . These types of particles, do not transform
like gauge bosons under rotations, but instead admit a rotational transformation property under a
double covering of SO+. This transformation under the double covering reflects the fact that these
types of particles have spin 1

2 . As we shall see, this double covering is precisely the orthochronus
spin group Spin+, which is intimately related to the study of Clifford algebras. In order to write
down the classical Lagrangian for QED, which incorporates fermionic matter, we will thus need to
have an apt description of spinor fields, i.e. fields which transform under representations of Spin+,
instead of SO+.

Since Clifford algebras lay the bedrock for studying the spin groups, we begin this chapter by
introducing the algebra necessary to study them, and their properties. Once we have done that,
we shall see that Clifford algebras are in essence generalizations of the exterior algebra of a vector
space, and can thus be thought of as deformations of the wedge product. We then go on to discuss
the representations of Clifford algebras, which we will use to naturally induce representations of
the spin groups. Once we have constructed the spin groups, we move onwards to discussing various
spin structures on pseudo Riemannian manifolds, which is a principal bundle with structure group
Spin+, that admits a double covering of the proper orthochronus frame bundle SO+(M) compatible
with both group structures. Spinor fields, or fermionic matter fields, are then sections of Spinor
bundles, i.e. vector bundles associated to the spin structure on a pseudo-Riemannian manifolds. We
end the chapter with a discussion of the spin covariant derivative, the associated Dirac operator on
spinor fields, and the Dirac operator on twisted spinors, which is necessary to develop the classical
QED Lagrangian.

We follow Hamilton’s Mathematical Gauge Theory, and Lawson and Michelsohn’s Spin Geom-
etry.

2.2.1 K -Algebras
We begin this chapter by recalling some basic fact regarding abstract algebra, necessary for our
discussion of Clifford algebras. In particular, our goal in this section is to develop the exterior
algebra of a vector space V as the quotient of the tensor algebra of V .
Definition 2.2.1. A K-algebra, is a vector space A over a field K that is equipped with a bilinear
map:

µ : A×A −→ A

For all v, w ∈ A we often denote µ(v, w) by v·w, or simply vw, and hence refer to µ as multiplication
in A. If the map µ satisfies:

µ(u, µ(v, w)) = u · (v · w) = (u · v) · w = µ(µ(u, v), w)

for all u, v, w ∈ A, then A is an associative K-algebra. If in addition there exists an element
1 ∈ A such that:

µ(1, v) = 1 · v = v · 1 = µ(v, 1)

then A an associative K-algebra with unit element 1.
In this paper we will take K = C or R.
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Example 2.2.1. We see that with V = Rn, then End(V ) = Matn×n(Rn) is an associative R-
algebra with unit element 1, where µ is simply matrix multiplication, and 1 is the identity matrix.
Furthermore, the Lie algebras we studied in chapter 1.2, are examples of non associative R-algebras,
where µ is the Lie bracket.
Definition 2.2.2. Let A be an associative K-algebra with unit element 1. We say that A is
graded if it can be written of the form:

A =
∞⊕
n=0

An

where An are vector spaces satisfying AnAm ⊂ Am+n. Note that unit element lies in A0, as for all
n, A0An ⊂ An. An element a ∈ A is said to be homogenous if a ∈ An for some n.

We also have a notion of maps between K-algebras:
Definition 2.2.3. A K-algebra homomorphism is a K-linear map φ : A → B that respects
multiplication, i.e. for all a, a′ ∈ A:

φ(a · a′) = φ(a) · φ(a′)

If A and B are K algebras with unit element 1, then we also require that φ(1A) = 1B , or rather,
φ(1) = 1. An isomorphism, or automorphism of K-algebras is a bijective homomorphism. A
representation of A on a vector space V is a homomorphism φ : A→ End(V ). A representation
is called faithful if φ : A→ End(V ) is injective.
Definition 2.2.4. Let A and B be associative K algebras with unit element 1. A map φ : A→ B
is an antihomomorphism is a linear map such that φ(1) = 1, and φ(ab) = φ(b)φ(a).

Finally, we can take the tensor product over K of associative algebras.
Definition 2.2.5. Let A and B be associative K algebras. The tensor product of associative
K algebras is the vector space A⊗K B, equipped with the bilinear map:

µ : A⊗K B −→ A⊗K B

given on simple tensors by:

(a⊗ b) · (a′ ⊗ b′) = (a · a′)⊗ (b · b′)

Going forward, all K-algebras will be assumed to be associative with unit element 1, unless
stated otherwise. Unlike vector spaces, quotients do not exist when talking about K-algebras.
That is if B is a subalgebra of A, i.e. a vector subspace of A which is closed under multiplication,
and contains the unit element 1, then the quotient vector space A/B does not inherit the structure
of algebra. Indeed, one can easily check that if B is a sub algebra of A, then there exists no K-
algebra homomorphism π : A → A/B. In other words, equivalence classes in A/B will in general
fail to satisfy:

[a] · [a′] = [a · a′]

The solution to this is problem is similar to the case of a ring. We first introduce the following
object21:
Definition 2.2.6. Let A be a K-algebra, then an ideal of A is a vector subspace I ⊂ A such that
I ‘swallows multiplication’. In other words, for all a ∈ A, and i ∈ I, we have that a · i ∈ I and
i · a ∈ I.
Proposition 2.2.1. Let φ : A → B be an algebra homomorphism, then kerφ ⊂ A is an ideal of
A.

Proof. It is clear that kerφ is a vector subspace of A, so we need only check that it swallows
multiplication. The bilinearity of multiplication guarantees that for all b ∈ B, 0 · b = b · 0 = 0,
hence if a ∈ kerφ, then for all c ∈ A we have that:

φ(a · c) = φ(a) · φ(c) = φ(a) · 0 = 0
21In the literature, this is sometimes called a two sided ideal, however we have no use for one sided ideals, so the

definition is unambiguous in the context of this paper.
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and similarly that:

φ(c · a) = φ(c) · φ(a) = 0 · φ(a) = 0

so kerφ is an ideal of A.

Often times we talk of ideals as generated by a subset of A. Indeed, Let B a subset of A, then
the ideal generated by B consists of all element a ∈ A such that a can be written as the finite sum:

a =
∑
i

aibici

where ai, ci ∈ A, and bi ∈ B. It should be clear that the above prescription defines an ideal.
Theorem 2.2.1. Let A be K-algebra, and I an ideal of A. Then the quotient space A/I has the
structure of an associative K algebra with unit element, and satisfies the universal property that
for all homomorphisms φ : A → B, such that I ⊂ kerφ, there exists a unique homomorphism
ψ : A/I → B such that the following diagram commutes:

A

A/I

B

π

φ

ψ (∗)

Proof. We know that as vector spaces, A/I has the structure of a K vector space, as I is a vector
subspace of A. We define multiplication in a way that makes π a homomorphism, i.e. for all
[x], [y] ∈ A/I we set:

[x] · [y] = [x · y]

We check that this well defined. Let x′ = x+ ix, and y′ = y+ iy, for some ix, iy ∈ I, then [x′] = [x],
and [y′] = [y], and we see that:

[x′] · [y′] =[x′ · y′] = [xy + xiy + ixy + ixiy]

Since I swallows multiplication, we have that xiy, ixy, and ixiy are all contained in I, and further-
more, since I is a vector subspace we have that:

xiy + ixy + ixiy ∈ I

Hence, for i = xiy + ixy + ixiy we have:

[x′] · [y′] = [xy + i] = [xy]

so multiplication is well defined. We also see that equivalence class containing 1 also satisfies:

[1] · [x] = [1 · x] = [x] = [x · 1] = [x] · [1]

so [1] is the unit element of A/I. Furthermore, multiplication is associative as for all [x], [y], [z] ∈
A/I:

[x] · ([y] · [z]) = [x · (y · z)] = [(x · y) · z] = ([x] · [y]) · [z]

Finally, multiplication is bilinear, as for all [x], [y], [z] ∈ A/I, and all k ∈ K we have that:

[x] · (k[y] + k[z]) = [x] · [ky + kz] = [x · (ky + kz)] = k([x] · [y]) + k([x] · [z])

so A/I is an associative K algebra, with unit element, and π is clearly a homomorphism, as
π(x) = [x].

Now let B be another K-algebra, and φ : A → B a homomorphism, such that I ⊂ kerφ. This
then implies that for all i ∈ I, we have φ(i) = 0. We thus define a map ψ : A/I → B by:

ψ([x]) = φ(x) (2.2.1)
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In other words, we define ψ([x]) by choosing any element x ∈ [x] and setting ψ([x]) equal to φ(x).
Clearly, we must check that this is well defined. Let x+ i be any other element in [x], then:

φ(x+ i) = φ(x) + φ(i) = φ(x)

so ψ independent of the class representative chosen, and thus well defined. It is unique, as it
is uniquely defined by (2.2.1), and it is easily seen to make (∗) commute. We check existence
by demonstrating it is indeed a homomorphism. First, ψ is linear as for all [x], [y] ∈ A/I and
k1, k2 ∈ K:

ψ(k1[x] + k2[y]) = ψ([k1x+ k2y]) = φ(k1x+ k2y) = k1φ(x) + k2φ(y) = k1ψ([x)] + k2ψ([y])

Secondly, ψ respects multiplication:

ψ([x] · [y]) = ψ([x · y]) = φ(x · y) = φ(x) · φ(y) =ψ([x]) · ψ([y])

Finally, it maps [1] to 1:

ψ([1]) = φ(1) = 1

so ψ exists, is unique, and makes (∗) commute, implying the claim.

We also have a notion of a graded ideal:
Definition 2.2.7. Let A be a graded algebra, and I ⊂ A an ideal. We say that I is a graded
ideal if:

I =
∞⊕
n

(I ∩An)

Lemma 2.2.1. Let A be a graded algebra, and I ⊂ A an ideal. I is graded if and only if I
generated by homogenous elements of A.

Proof. Suppose that I is graded, then any i ∈ I can be written as the finite sum:

i =
∑
i

ai

where each ai ∈ I ∩Ai. Each ai is a homogenous element of A so it follows that I admits a set of
generators which are homogenous.

Suppose that I is generated by a set of homogenous elements. Then every element of i can be
written as the finite sum:

i =
∑
i

aibici

where ai, ci ∈ A, and each bi lies in I ∩Ai. As A is graded we have that for each i:

ai =
∑
j

aij and ci =
∑
k

cik

where aij ∈ Aj , and cik ∈ Ak. We then obtain that:

i =
∑
i,j,k

aijbicik

Since A is graded, and I is an ideal it follows that each aijbicik ∈ I ∩Ai+j+k. We can then rewrite
i as the finite sum:

i =
∑
n

∑
i+j+k=n

aijbicik
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For each n let:

dn =
∑

i+j+k=n
aijbicik

which lies in I ∩An as each I ∩An is closed under addition. Therefore every i ∈ I can be further
rewritten as the finite sum:

i =
∑
n

dn

Therefore, since (I ∩An) ∩ (I ∩Am) = I ∩ (An ∩Am), and Am ∩An = {0}, it follows that:

I =
∞⊕
n=0

(I ∩An)

so I is a graded ideal.

Lemma 2.2.2. Let φ : V →W be a linear map, then:

im φ ∼= V/ kerφ

Proof. It is easy to see by ‘forgetting the algebra structure’ of A in the proof of Theorem 2.1.2
that quotients of vector spaces satisfy a similar universal property. That is if Y ⊂ V is a vector
subspace of V , and Y ⊂ kerφ, then φ descends to a unique linear map ψ : V/Y → W such that
the following diagram commutes:

V

V/Y

W

π

φ

ψ (∗∗)

We see that im φ is a vector subspace of W , so:

φ : V −→ im φ

is a surjective linear map. Furthermore, with Y = kerφ, we trivially have that Y ⊂ kerφ, so φ
descends to a linear map:

ψ : V/ kerφ −→ im φ

which satisfies:

φ = ψ ◦ π

Since kerφ = kerπ, it follows that ψ is injective, as if ψ([v]) = 0, then φ(v) = 0, implying that
[v] = [0]. Furthermore, ψ is surjective as if w ∈ im φ, then we have that φ(v) = w for some
v ∈ V , so [v] satisfies ψ([v]) = w. Therefore, ψ is a bijective linear map, and thus an isomorphism,
implying the claim.

Proposition 2.2.2. Let A be a graded algebra, and I ⊂ A be a graded ideal, with In = I ∩ An.
Then A/I is a graded K-algebra satisfying :

A/I =
∞⊕
n=0

An/In

Proof. From Theorem 2.2.1, we know that A/I is an algebra, so we show that it is graded. Since
the quotient map π : A → A/I is a K-algebra homomorphism it follows that every [a] ∈ A/I can
be written as:

[a] =
[∑

n

an

]
=
∑
n

[an]
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Clearly, each [an] ∈ π(An), which we now denote by (A/I)n. We see that if [a] ∈ (A/I)n∩ (A/I)m,
then there exists an ∈ An and a am ∈ Am such that:

[an] = [a] = [am]

This then implies that:

an = am + i

Since I is graded, we can decompose i as a finite sum over homogenous elements bi ∈ I ∩Ai, so:

an = am +
∑
i

bi

implying that: ∑
i

bi = an − am

However, an and am are homogenous, and each bi is homogenous, so bi = 0 for i 6= n,m, bn = an,
and bm = −am. Since each bi ∈ I, it follows that an and am ∈ I, so:

[am] = [a] = [an] = 0

Therefore:

(A/I)n ∩ (A/I)m = {0}

and it follows that:

A/I =
⊕
n

(A/I)n

We also see that for [an] ∈ (A/I)n and [am] ∈ (A/I)m:

[an] · [am] = [am · an] ∈ π(An+m) = (A/I)n+m

hence (A/I)n(A/I)m ⊂ (A/I)n+m so A/I is graded. Now define the linear map:

φ : An −→ A/I

an 7−→ [an]

We see that φ is just the restriction of π to An, so im φ = (A/I)n. Furthermore, we have that
kerπ = I ∩An = In, thus by Lemma 2.2.2:

An/In ∼= (A/I)n

It follows that:

A/I =
⊕

An/In

as desired.

Example 2.2.2. Let V be an n dimensional K-linear vector space; in the section on differential
forms, we briefly discussed the exterior algebra of the finite dimensional vector space V ∗ as the
direct sum:

Λ(V ∗) =
n⊕
i=0

Λi(V ∗)

where Λi(V ∗) was the vector space of all alternating covariant tensors of order i. Importantly, we
can do the same thing for V , where elements Λk(V ) are multilinear maps (V ∗)k → K, and the
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wedge product is defined similarly22. Furthermore, a similar argument to Proposition 1.1.12
demonstrates that the wedge product of k vectors v1, . . . , vk satisfies:

v1 ∧ · · · ∧ vk =
∑
σ∈Sk

sgn(σ)vσ(1) ⊗ · · · ⊗ vσ(k)

However, there is an algebraically cleaner way of obtaining the exterior algebra of a vector space,
which works equally well for V or it’s dual. Indeed, we define the tensor algebra T (V ) as the
infinite direct sum:

T (V ) =
∞⊕
n=0

V ⊗n = K⊕ V ⊕ (V ⊗ V )⊕ (V ⊗ V ⊗ V )⊕ · · ·

where all tensor products are over the field K. Elements of T (V ) can be written as the sum:∑
i

ai

where each ai ∈ V ⊗i, and only finitely many ai are non zero. We see that with multiplication in
T (V ) defined as the tensor product, T (V ) is a graded, associative, K algebra, with unit element 1,
where 1 is the unit element of the field K. This follows from the easily verifiable fact that for any
K vector space W , W ⊗K ∼= W , so for any a ∈ T (V ) we have that:

1⊗ a = 1 · a = a

Now let I be the ideal generated by the subset:

{v ⊗ v : v ∈ V }

We note that this ideal is generated by homogenous elements of I, so by Lemma 2.2.1, I is a
graded ideal, and by Proposition 2.2.2, T (V )/I is a graded K-algebra. We then wish to show
that:

T (V )k/Ik = Λk(V )

for all k. We proceed by cases; let k < 2, then T (V )0 = K and T (V )1 = V . We see that I∩K = {0},
and I ∩ V = {0}, hence:

T (V )0/I0 = K and T (V )1/I1 = V

as desired.
Before moving to the next case, we set some notation, and determine some properties of mul-

tiplication in T (V )/I. Due to the above fact we write:

[k] = k and [v] = v

for all elements [k] ∈ K = T (V )0/I0 and [v] ∈ V = T (V )1/I1. Furthermore we suggestively denote
multiplication in T (V )/I with a wedge, and note that for v ∈ V , and k ∈ K, · ∧ · satisfies:

k ∧ v =[k · v] = k · v
v ∧ v =[v ⊗ v] = 0

In addition, let w ∈ V , then:

(v + w) ∧ (v + w) = 0 =⇒ v ∧ w = −w ∧ v

Now let k > n, we wish to show that T (V )k/Ik = {0}. Since π is an additive map, and each
a ∈ T (V )k can be written as a sum over simple tensors, it suffices to check that all simple tensors
get mapped to zero. Let:

a = v1 ⊗ · · · ⊗ vk
22i.e. just replace the arguments with covectors, instead of vectors.
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and note that since k > n at least two of the vectors in the tensor product depend linearly on each
other, so for some 1 ≤ i, j ≤ k:

a = v1 ⊗ · · · ⊗ vi ⊗ · · · ⊗ vj ⊗ · · · ⊗ vk

where vj = k · vi for some k ∈ K. We see that:

[a] =[v1 ⊗ · · · ⊗ vi ⊗ · · · ⊗ vj ⊗ · · · ⊗ vk]
=v1 ∧ · · · ∧ vi ∧ · · · ∧ vj ∧ · · · ∧ vk
=(−1)j−i+1 · v1 ∧ · · · ∧ vi ∧ vj ∧ · · · ∧ vk
=k · (−1)j−i+1 · v1 ∧ · · · ∧ vi ∧ vi ∧ · · · ∧ vk
=0

so T (V )k/Ik = {0} as desired. Finally, let 2 ≤ k ≤ n, and let φ be the linear map:

φk : T (V )k −→ Λk(V )

given on simple tensors by:

v1 ⊗ · · · ⊗ vk 7−→ v1 ∧ · · · ∧ vk =
∑
σ∈Sk

vσ(1) ⊗ · · · ⊗ vσ(k)

where the above wedge product is the product in Λ(V ). First note that φk is surjective, as any
element b ∈ Λk(V ) can be written as the sum:

b =
∑
i1···ik

vi1 ∧ · · · ∧ vik

thus:

a = k!
∑
i1···ik

vi1 ⊗ · · · ⊗ vik

satisfies:

φk(a) = b

We also see that any element in i ∈ Ik can be written as the finite sum:

i =
∑
i

∑
j+l=k−2

aj ⊗ (vi ⊗ vi)⊗ bl

where each aj ∈ T (V )j and bl ∈ T (V )l, and immediately obtain that i ∈ kerφ, so Ik ⊂ kerφk.
Therefore, by the universal property of quotients for a vector space, we see that φ descends to a
surjective linear map ψk : T (V )k/Ik → Λk(V ). If we can show that:

dimK(T (V )k/Ik) =
(
n
k

)
we will have that ψ is an isomorphism. Let {ei} be a basis for V , then we claim that the set:

B = {[ei1 ⊗ · · · ⊗ eik ] : 1 ≤ i1 < · · · < ik ≤ k}

forms a basis for T (V )k/Ik. We first show that B spans T (V )k/Ik; the quotient map π : T (V )k →
T (V )k/Ik is a surjection, so for any [a] ∈ T (V )k/Ik we have that there exists an a ∈ T (V )k such
that π(a) = [a]. Furthermore, any a ∈ T (V )k can be written as a sum of simple tensors:

a =
∑
i1···ik

vi1 ⊗ · · · vik

and since each vij =
∑
mj
a
mj
ij
emj for some aij ∈ K we have:

a =
∑
i1···ik

∑
m1···mk

am1
i1
· · · amkik em1 ⊗ · · · ⊗ emk
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Let:

am1···mk =
∑
i1···ik

am1
i1
· · · amkik

then we can rewrite this:

a =
∑

m1···mk

am1···mkem1 ⊗ · · · ⊗ emk

We relabel and set mj = ij , so that:

a =
∑
i1···ik

ai1···ikei1 ⊗ · · · ⊗ eik

and note that m1 · · ·mk = i1 · · · ik are not necessarily ordered. Hence:

[a] =
∑
i1···ik

ai1···ik [ei1 ⊗ · · · ⊗ eik ] (2.2.2)

First note that if any il = ij for some 1 ≤ j, l ≤ k, then:

[ei1 ⊗ · · · ⊗ eik ] = 0

so we can ignore such terms. Furthermore, for any other multi index i1 · · · ik which is not ordered,
by our work in the n > k case, we can rewrite the corresponding term in the sum as:

[ei1 ⊗ · · · ⊗ eik ] = (−1)l[ej1 ⊗ · · · ⊗ ejk ]

where j1 · · · jk is ordered, and l is the number of swaps necessary to order i1 · · · ik. It then follows
that:

[a] =
∑

j1<···<jk

bj1···jk [ej1 ⊗ · · · ⊗ ejk ]

where each bj1···jk is the sum over all (−1)lai1···ik , such that i1 · · · ik can be ordered into j1 · · · jk,
and l is the number of swaps necessary to order i1 · · · ik. Since any [a] can be written as a linear
combination of elements in B, we have that B spans T (V )k/Ik. To show linear independence,
suppose that the sum: ∑

i1<···<ik

ai1···ik [ei1 ⊗ · · · ⊗ eik ] = 0

then under ψk we have that: ∑
i1<···<ik

ai1···ikei1 ∧ · · · ∧ eik = 0

Let {ei} be the dual basis for V ∗, then since V ∼= (V ∗)∗ we have that for any ordered multi index
j1 · · · jk: ∑

i1<···<ik

ai1···ikei1 ∧ · · · ∧ eik(ej1 , . . . , ejk) = aj1···jk = 0

so each ai1···ik = 0 and B is a linearly independent set. Clearly, the size of B is n choose k, so ψk
is an isomorphism as desired. Therefore as vector spaces:

T (V )/I =
n⊕
k=0

T (V )k/IK =
n⊕
k=0

Λk(V )

Now note that every element a ∈ T (V )/I can be written as the sum:

a =
n∑
i=0

ai
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where each ai ∈ T (V )k/Ik. We thus construct a K-algebra isomorphism ψ : T (V )/I −→ Λ(V ) by:
n∑
i=0

ai 7−→
n∑
i=0

ψi(ai)

It is clear that ψ is a vector space isomorphism, and that ψ(1) = 1, as ψ0 is the identity map
K→ K. Thus, by linearity, we need only show that for a set of k + l vectors v1, · · · , vk+l ∈ V :

ψ([v1 ⊗ · · · ⊗ vk] ∧ [vk+1 ⊗ · · · ⊗ vk+l]) = ψ([v1 ⊗ · · · ⊗ vk]) ∧ ψ([vk+1 ⊗ · · · ⊗ vk+l])

We see that by the induced multiplicative structure on T (V )/I:

[v1 ⊗ · · · ⊗ vk] ∧ [vk+1 ⊗ · · · ⊗ vk+l] = [v1 ⊗ · · · ⊗ vk ⊗ vk+1 ⊗ · · · ⊗ vk+l]

hence:

ψ([v1 ⊗ · · · ⊗ vk] ∧ [vk+1 ⊗ · · · ⊗ vk+l]) =ψk+l([v1 ⊗ · · · ⊗ vk ⊗ vk+1 ⊗ · · · ⊗ vk+l])
=v1 ∧ · · · ∧ vk ∧ vk+1 ∧ · · · ∧ vk+1

While:

ψ([v1 ⊗ · · · ⊗ vk]) ∧ ψ([vk+1 ⊗ · · · ⊗ vk+l]) =ψk([v1 ⊗ · · · ⊗ vk]) ∧ ψl([vk+1 ⊗ · · · ⊗ vk+l])
=(v1 ∧ · · · ∧ vk) ∧ (vk+1 ∧ · · · ∧ vk+l)
=v1 ∧ · · · ∧ vk ∧ vk+1 ∧ · · · ∧ vk+1

so ψ is a K-algebra homomorphism, and thus T (V )/I ∼= Λ(V ) as associative K-algebras with unit
element 1.

2.2.2 Clifford Algebras
In the previous section, we developed the necessary abstract algebra to construct the the exterior
algebra of a vector space as a quotient of the tensor algebra. We are now in a position to understand
Clifford algebras as a deformations of the exterior algebra. We first need the following definition:
Definition 2.2.8. Let A be an associative K algebra, not necessarily with unit element 1. Then
for all x, y ∈ A we define the commutator by:

[x, y] = x · y − y · x

and the anticommutator by:

{x, y} = x · y + y · x

A Clifford algebra is then defined as follows:
Definition 2.2.9. Let (V,Q) be a K-linear vector space, with a symmetric bilinear form Q :
V × V → K. A Clifford Algebra of (V,Q) is a pair (Cl(V,Q), γ), where:
a) Cl(V,Q) is an associative K algebra with unit element 1
b) γ is a linear map V → Cl(V,Q) such that for all v, w ∈ V :

{γ(v), γ(w)} = −2Q(v, w) · 1

c) (Cl(V,Q), γ) satisfies the universal property that for any other associative K-algebra with
unit element 1, and any linear map δ : V → A such that:

{δ(v), δ(w)} = −2Q(v, w) · 1

there exists a unique algebra homomorphism φ : Cl(V,Q) → A such that the following
diagram commutes:



2.2. SPINORS 165

V Cl(V,Q)

A

γ

φ
δ

We note that the Clifford algebras were initially motivated by Paul Dirac, in search of finding a
square root of the Laplacian operator ∆ on Rt,s. In other words, Dirac wished to find an operator
D such that:

∆f = (D ◦D)f = −
s+t∑
i=1

ηii
∂2f

∂x2
i

where ηii = η(ei, ei) in an orthonormal basis of {ei}. If we let:

D =
s+t∑
i

γ(ei)
∂

∂xi

then it follows that:

D ◦D =
s+t∑
i,j=1

γ(ei)
∂2

∂xixj

=1
2

s+t∑
i,j=1

(γ(ei)γ(ej) + γ(ej)γ(ei))
∂2

∂xixj

hence γ(ei) must satisfy:

{γ(ei), γ(ej)} = −2γ(ej , ei)

This construction is known as the Dirac operator, and we shall discuss it in detail later in this
chapter.
Theorem 2.2.2. Let (V,Q) be K-linear vector, then there exists a Clifford algebra (Cl(Q,V ), γ)
which is unique up to unique isomorphism.

Proof. Recall the tensor algebra:

T (V ) =
∞⊕
n=0

V ⊗n

and let I be the ideal generated by:

I = v ⊗ v + 1 ·Q(v, v) : v ∈ V

We claim that T (V )/I is a Clifford algebra. Note that if Q is identically zero on V × V , we see
that T (V )/I is the exterior algebra, so Λ(V ) is a special case of a Clifford algebra. This is precisely
what we mean when talking of Clifford algebras as deformations of the exterior algebra.

By Theorem 2.2.1, T (V )/I is an associative K algebra with unit element 1. Furthermore, let
i : V → T (V ) denote the inclusion map, then we set:

γ = π ◦ i

where π is the projection map T (V )→ T (V )/I. We see then that for all v, w ∈ V :

γ(v) · γ(w) = [v ⊗ w] = −[Q(v, w)] = −Q(v, w) · 1

where 1 = [1] is the unit element in T (V )/I. Therefore since Q is symmetric:

{γ(v), γ(w)} = −2Q(v, w)
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Now let δ : V → A, where A is an associative K algebra with unit element 1. For all k > 0, we
have a δk(V ⊗k)→ A given on simple tensors by:

δk(v1 ⊗ · · · ⊗ vk) = δ(v1) · · · δ(vk)

Clearly δ1 = δ; let δ0 : K→ A, be the inclusion map23, then we obtain the algebra homomorphism:

∆ : T (V ) −→ A

defined for all a ∈ T (V ) by:

∆(a) =
∑
i

δi(ai)

where each ai ∈ T (V )i. Suppose that δ satisfies:

{δ(v), δ(w)} = −2Q(v, w) · 1

for all v, w ∈ V . Let i ∈ I, then i can be written as the finite sum

a =
∑
i

ai ⊗ (vi ⊗ vi +Q(v, v))⊗ bi

where ai, bi ∈ T (V ). We then see that:

∆(a) =
∑
i

∆(ai)⊗ (δ(vi) · δ(vi) +Q(vi, vi))⊗∆(bi)

=
∑
i

∆(ai)⊗ (−Q(vi, vi) +Q(vi, vi))⊗∆(bi)

=0

hence a ∈ ker ∆. By the universal property of quotients, we have that ∆ descends to a unique
algebra homomorphism φ : T (V )/I → A, such that:

∆ = φ ◦ π

The restriction of ∆ to V is δ, and the restriction of π to V is γ, hence we obtain that there exists
a unique φ: such that the following diagram commutes:

V T (V )/I

A

γ

φ
δ

Therefore, (T (V )/I, γ) is a Clifford algebra for V , so Clifford algebras exists.
Let (Cl(V,Q)′, γ′) be another Clifford algebra for (V,Q). Then by the universal property

of Clifford algebras, we have that there exists a unique algebra homomorphism f : T (V )/I →
Cl(V,Q)′ such that:

γ′ = f ◦ γ

However, there also exists a unique algebra homomorphism g : CL(V,Q)′ → T (V )/I such that:

γ = g ◦ γ′

Now consider the diagram:
23If a K algebra contains a unit element 1, then since A is a vector space we must have that K is a vector subspace

of A. The inclusion map is then k 7→ k · 1.
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V Cl(V,Q)′

Cl(V,Q)′

γ′

φ
γ′

then φ is uniquely determined and satisfies:

γ′ = φ ◦ γ′

Clearly φ = IdCl(V,Q)′ satisfies this property, however so does f ◦ g as:

γ′ = f ◦ γ = f ◦ gγ

hence f ◦ g = IdCl(V,Q)′ . The same argument but replacing Cl(V,Q)′ with T (V )/I demonstrates
that g ◦ f = IdT (V )/I , hence the objects are unique up to unique isomorphism as desired.

Since T (V )/I, with I as defined in the preceding theorem, is uniquely isomorphic to every
other Clifford algebra for (V,Q), going forward we denote T (V )/I by Cl(V,Q). Furthermore, in
the course of showing that f ◦ g = IdCl(V,Q), we have obtained the following corollary:
Corollary 2.2.1. Let (Cl(V,Q), γ) be the Clifford algebra for (V,Q). Then, the image of γ, γ(V ),
generates Cl(V,Q). In other words, every c ∈ Cl(V,Q) can be written as the finite sum:

c =
∑
k

∑
i1···ik

γ(vi1) · · · γ(vik)

With this in mind, we can find an upper bound for the dimension of Cl(V,Q), however we first
recall the following lemma:
Lemma 2.2.3. Let V be a K-linear vector space, equipped with a symmetric bilinear form. Then
there exists an orthogonal basis for {ei} for V , i.e. a basis such that Q(ei, ej) = 0 for i 6= j.

Proof. If Q is nondegenerate then we are done. Suppose Q is degenerate, and define the subset:

V ⊥ = {v ∈ V : Q(v, u) = 0∀u ∈ V }

It is clear that V ⊥ is a vector subspace of Q; let U be the complimentary vector subspace such
that:

V = U ⊕ V ⊥

Suppose dimK U = k, and dimK V
⊥ = l, then since Q is non degenerate on U , we can find

an orthonormal basis {e1, · · · , ek} for U . Any basis {f1, · · · , fl} for V ⊥ is orthogonal, hence
{e1, · · · , ek, f1, · · · , fl} is an orthogonal basis for V .

Corollary 2.2.2. Let Cl(V,Q) be the Clifford algebra for (V,Q), and suppose that dimK V = n.
Then, if {ei} is an orthogonal basis for V , the set:

B = {γ(ei1) · · · γ(eik) : 0 ≤ k ≤ n, 1 ≤ i1 < · · · < ik ≤ k}

where for k = 0 the empty product is equal to 1, spans Cl(V,Q) as a vector space. In particular:

dimK Cl(V,Q) ≤ 2n

Proof. Every element c ∈ Cl(V,Q) can be written as:

c =
∑
k

∑
i1···ik

γ(v1i) · · · γ(vik)

=
∑
k

∑
i1···ik

ai1···ikγ(ei1) · · · γ(eik)
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Note that for any i1 · · · ik, such that k ≥ 2, we can swap any two adjacent pairs via the clifford
relation:

γ(eij )γ(ej+1) = −γ(eij+1)γ(eij )

hence:

γ(ei1) · · · γ(ej)γ(ej+1) · · · γ(eik) =− γ(ei1) · · · γ(ej+1)γ(ej) · · · γ(eik))

Furthermore, if any two adjacent γ(eij )γ(eij+1) satisfy eij = eij+1 we can replace it with the scalar
−Q(eij , eij ), via the Clifford relation. Therefore, for each k, we can iteratively reorder to the multi
index i1 · · · ik, into the multi index j1 · · · jk, satisfying j1 ≤ · · · ≤ jk. If any of the two adjacent
indices are equal, then we can replace them with a scalar, and collect the ordered term into the
k − 2 sum. It follows that if k > n, then at most n basis vectors in the product are linearly
independent, hence we can always rewrite such a term as a product of at most n γ(eij )’s, satisfying
i1 < · · · < ik. Thus, starting with the largest value of k, we can apply the process above to each
k, reordering each term, and applying the Clifford relation to get rid of products where adjacent
indices are equal, implying that c can be rewritten as the finite sum:

c =
k∑
c=0

∑
i1<···<ik

bi1···ikγ(ei1) · · · γ(eik)

so B spans Cl(V,Q). Furthermore, the number of elements in B is clearly equal to:
n∑
k=0

(
n
k

)
= 2n

implying the upper bound on the dimension of Cl(V,Q).

It is important to note that as Cl(V,Q) is not a graded algebra. Indeed, in the existence proof
of Theorem 2.2.2, the ideal we took a quotient of was not homogenous, so there is no reason to
assume that the quotient would be graded in the first place. Furthermore, if we attempt to make
a grading:

Cl(V,Q) =
n⊕
k=0

Clk(V,Q)

where Cl(V,Q)k is the span of:

Bk = {γ(ei1) · · · γ(eik) : 1 ≤ i1 < · · · < ik ≤ k}

We then quickly see that Clk(V,Q) · Cll(V,Q) 6⊂ Clk+l(V,Q). Indeed, γ(ei) ∈ Cl1(V,Q) however:

γ(ei)γ(ei) = −Q(ei, ei) ∈ Cl0(V,Q)

so no such grading exists.
However, we can instead find a Z2 grading, that is a grading which satisfies Cl(V,Q)k ·

Cl(V,Q)l ⊂ Cl(V,Q)k+l, where k, l = 0, 1, and the indices are taken modulo 2. Indeed, let:

T (V )0 =
∞⊕
n=0

V ⊗2n = K⊕ V ⊗2 ⊕ V ⊗4 · · ·

T (V )1 =
∞⊕
n=0

V ⊗(2+1)n = V ⊕ V ⊗3 ⊕ V ⊗5 · · ·

We then set:

Cl0(V,Q) = T (V )0/(I ∩ T (V )0) and Cl1(V,Q) = T (V )1/(I ∩ T (V )1)

then since:

I = (I ∩ T (V )0)⊕ (I ∩ T (V )1)
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we have that:

Cl(V,Q) = Cl0(V,Q)⊕ Cl1(V,Q)

Then clearly:

Clj(V,Q) · Clk(V,Q) ⊂ Clj+k(V,Q)

where j + k is taken modulo 2, so Cl(V,Q) is a Z2 graded associative algebra with unit element 1.
In particular, Cl0(V,Q) is a subalgebra of Cl(V,Q), which is spanned by the set:

B0 = {γ(ei1) · · · γ(ei2k) : 0 ≤ 2k ≤ n, i1 < · · · ik}

We now wish to show that as vector spaces Λk(V ) ∼= Cl(V,Q), regardless of the bilinear form
Q on V . We first need the following two lemma’s:
Lemma 2.2.4. Let (V,Q) be K-linear vector space, with a symmetric bilinear form Q. Then, for
all 0 ≤ k ≤ n, and all v ∈ V , there is a unique linear map:

vy : Λk(V ) −→ Λ(k−1)(V )

such that the following conditions hold:
a) If σ ∈ V , then vyσ = Q(v, σ)
b) If σ ∈ Λk(V ) and ω ∈ Λl(V ) then:

vy(σ ∧ ω) = (vyσ) ∧ ω + (−1)kσ ∧ (vyω)

We call such a map the contraction of σ with v

Proof. We fix a basis {ei} for V , and for all σ ∈ Λk(V ), and all v ∈ V define vyω by:

vyσ =
∑

i1<···<ik

k∑
j=1

(−1)j+1Q(v, eij )σi1···ik(−1)iei1 ∧ · · · ∧ êij ∧ · · · ∧ eik

where êij denotes contraction. Note that the above is independent of a chosen basis, as Q is
independent of basis. We see that this map is clearly linear, and satisfies a). To see that it satisfies
b), let σ ∈ Λk(V ), and ω ∈ Λl(V ), since vy is a linear map, it suffices to assume that σ = ei1∧· · · eik ,
and that ω = eik+1 ∧ · · · ∧ eik+l . Then:

vy(σ ∧ ω) =
k+l∑
j=1

(−1)j+1Q(v, ej)ei1 ∧ · · · ∧ êij ∧ · · · ∧ eik ∧ eik+1 ∧ · · · ∧ eik+l

We split the sum into two parts:

vy(σ ∧ ω) =
k∑
j=1

(−1)j+1Q(v, ej)ei1 ∧ · · · ∧ êij ∧ · · · ∧ eik ∧ eik+1 ∧ · · · ∧ eik+l

+
k+l∑

j=k+1
(−1)j+1Q(v, ej)ei1 ∧ · · · ∧ eik ∧ eik+1 ∧ · · · ∧ êij ∧ · · · ∧ eik+l

The first term is precisely (vyσ) ∧ ω, so by reindexing the second sum by setting k + 1 = 1 we
obtain:

vy(σ ∧ ω) =(vyσ) ∧ ω +
k∑
j=1

(−1)k+j+1Q(v, ej)ei1 ∧ · · · ∧ eik ∧ eik+1 ∧ · · · ∧ êij ∧ · · · ∧ eik+l

=(vyσ) ∧ ω + (−1)k
k∑
j=0

(−1)j+1Q(v, ej)ei1 ∧ · · · ∧ eik ∧ eik+1 ∧ · · · ∧ êij ∧ · · · ∧ eik+l

=(vyσ) ∧ ω + (−1)kσ ∧ (vyω)
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so vy satisfies b) as well, implying such a map exists.
Now suppose that fv is any linear map satisfying a) and b). We then see that for all σ ∈ Λk(V ):

fv(σ) =
∑

i1<···<ik

σi1···ikfv(ei1 ∧ · · · ∧ eik)

We wish to show that:

fv(ei1 ∧ · · · ∧ eik) =
k∑
j=1

(−1)j+1Q(v, ej)ei1 ∧ · · · ∧ êij ∧ · · · ∧ eik

We proceed by induction, for the k = 1 case then we have that by a):

fv(ei) = Q(v, ei)

assuming the inductive hypothesis we have that by b):

fv(ei ∧ · · · ∧ eik−1 ∧ eik) =
k−1∑
j=1

Q(v, ej)(−1)j+1ei1 ∧ · · · ∧ êij ∧ · · · ∧ eik−1 ∧ eik

+ (−1)k−1(ei ∧ · · · ∧ eik−1) ∧ fv(eik)

=
k−1∑
j=1

Q(v, ej)(−1)j+1ei1 ∧ · · · ∧ êij ∧ · · · ∧ eik−1 ∧ eik

+ (−1)k−1Q(v, ek)(ei ∧ · · · ∧ eik−1)

We see that (−1)k+1 = (−1)k−1, hence:

fv(ei1 ∧ · · · ∧ eik) =
k∑
j=1

(−1)j+1Q(v, ej)ei1 ∧ · · · ∧ êij ∧ · · · ∧ eik

as desired. It then follows that for any σ ∈ Λk(V ):

fv(σ) =
∑

i1<···<ik

k∑
j=1

(−1)j+1Q(v, eij )σi1···ik(−1)iei1 ∧ · · · ∧ êij ∧ · · · ∧ eik

=vyσ

so vy is unique, implying the claim.

Lemma 2.2.5. With vy as defined above, we can extend vy linearly to Λ(V ), such that vy(k) = 0
for all k ∈ K, and vy(vyσ) = 0 for all σ ∈ Λ(V ).

Proof. We define vy on Λ(V ) by noting that Λ(V ) is graded, hence any element σ ∈ Λ(V ) can be
written as:

σ =
n∑
k=0

σk

where each σk ∈ Λi(V ). Since vy(σi) is linear on Λi(V ), and each vy(σi) ∈ Λi−1(V ), it follows
that:

vy(σ) =
n∑
k=0

vy(σi)

defines a linear map Λ(V )→ Λ(V ), so long as vy is identically zero on K.
By linearity of vy, it suffices to check that vy(vyσ) = 0 in the case where σ = ei1 ∧ · · · ∧ eik ,

for some basis {ei} of V , and a multi index i1 < · · · < ik. We proceed by induction on k, the base
case k = 1 is trivial as vy = Q(v, ei1), so vy(vyei1) = 0. Assuming the k − 1th case we have that:

vy(σ) = vy(ei1 ∧ · · · ∧ eik−1) ∧ eik + (−1)k−1Q(v, eik)ei1 ∧ · · · ∧ eik−1
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Hence:

vy(vyσ) =vy(vy(ei1 ∧ · · · ∧ eik−1) ∧ eik) + (−1)k−1Q(v, eik)vy(ei1 ∧ · · · ∧ eik−1)
=(−1)k−2Q(v, eik)vy(ei1 ∧ · · · ∧ eik−1) + (−1)k−1Q(v, eik)vy(ei1 ∧ · · · ∧ eik−1)
=0

implying the claim.

Theorem 2.2.3. Let (V,Q) be a K-linear vector space equipped with a symmetric bilinear form
Q. Then, there exists canonical vector space isomorphism:

Λ(V ) −→ Cl(V,Q)

In particular:

dimK Cl(V,Q) = 2n

Proof. For all v ∈ V define the linear map:

δv : Λ(V ) −→ Λ(V )
σ 7−→ v ∧ σ − vyσ

The assignment:

v 7−→ δv

is then a linear map:

δ : V → End(Λ(V ))

We see that for all v, w ∈ V , and σ ∈ Λ(V ):

{δv, δw}(σ) = δvδw(σ) + δwδv(σ)

Note that:

δv(δw(σ)) =δv(w ∧ σ − wyσ)
=v ∧ (w ∧ σ − wyσ)− vy(w ∧ σ − wyσ)
=v ∧ w ∧ σ − v ∧ (wyσ)− vy(w ∧ σ) + vy(wyσ)
=v ∧ w ∧ σ − v ∧ (wyσ)−Q(v, w)σ + w ∧ (vyσ) + vy(wyσ)

and similarly that:

δw(δv(σ)) =w ∧ v ∧ σ − w ∧ (vyσ)−Q(v, w)σ + v ∧ (wyσ) + wy(vyσ)

hence:

{δv, δw}(σ) = −2Q(v, w)σ + vy(wyσ) + wy(vyσ)

Note that by Lemma 2.2.5:

(v + w)y((v + w)yσ) = 0 = vy(wyσ) + wy(vyσ)

hence:

{δv, δw}(σ) = −2Q(v, w)σ

Since this holds for all σ it follows that

{δv, δw} = −2Q(v, w)
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Thus, by the universal property Clifford algebras we obtain a homomorphism:

φ : Cl(V,Q) −→ End(Λ(V ))

With a = γ(ei1) · · · γ(eik), where i1 < · · · < ik we have that:

φ(a)(σ) =δ(ei1) · · · δ(eik)(σ)
=ei1 ∧ · · · ∧ eik ∧ σ + (terms with contraction)

Hence we consider the map:

f : Cl(V,Q) −→ Λ(V )
a 7−→ φ(a)(1)

where 1 ∈ K ⊂ Λ(V ). We see that since contraction on K is identically zero:

f(γ(ei1) · · · γ(eik)) = ei1 ∧ · · · ∧ eik

implying that f is surjective. Since dimK Λ(V ) = 2n, by rank nullity, and Corollary 2.2.2 we
have that:

dimK ker f + dimK im f = dimK ker f + 2n ≤ 2n

so dimK ker f = 0, and f is an isomorphism.

Corollary 2.2.3. Given any basis {ei} for (V,Q), the set:

B = {γ(ei1) · · · γ(eik) : 0 ≤ k ≤ n, i1 < · · · < ik}

where the empty product is 1, forms a basis for Cl(V,Q).

Proof. From Theorem 2.2.3, we have that f is an isomorphism, so in particular f−1 : Λ(V ) →
Cl(V,Q) is an isomorphism. We have that:

B′ = {ei1 ∧ · · · ∧ eik : 0 ≤ k ≤ n, 1 ≤ i1 < · · · < ik ≤ k}

is a basis for Λ(V ), so since isomorphism’s map basis vectors to basis vectors, and:

f−1(ei1 ∧ · · · ∧ eik) = γ(ei1) · · · γ(eik)

for all 1 ≤ k ≤ n and all i1 < · · · ik, it follows that B is a basis for Cl(V,Q).

Corollary 2.2.4. The linear map γ : V → Cl(V,Q) is injective.

Proof. We see that if i : V → Λ(V ) is the natural inclusion:

γ = f−1 ◦ i

Since the composition of injective maps is injective, the claim follows

Since γ is now understood to be an injective linear map, and thus an isomorphism onto it’s
image, we have that V is a vector subspace of Cl(V,Q). We will then occasionally suppress the
map γ, and simply write ei1 · · · eik in place of the product γ(ei1) · · · γ(eik). We note that we can
find isomorphism’s between Cl(V,Q) and a K algebra A as follows:
i) First find a map from δ : V → A such that:

{δ(v), δ(w)} = −2Q(v, w) · 1

ii) Use the universal property of CLifford algebras to obtain a unique algebra homomorphism
φ : Cl(V,Q)→ A

iii) Let {ei} be an orthogonal basis for V , then show that products δ(ei) span A, implying that
φ is surjective.
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iv) Show dimK Cl(V,Q) = dimKA, then φ is a K algebra isomorphism.
We end the section with two application’s of this procedure:
Lemma 2.2.6. The map:

α : V −→ V

v 7−→ −v

induces a Clifford algebra automorphism, which we also denote by α:

α : Cl(V,Q) −→ Cl(V,Q)

such that α ◦ α = Id. The subspace Clj(V,Q) then corresponds to the (−1)j eigenspace of α, and
satisfies dimK Clj(V,Q) = 1

2 dimK Cl(V,Q).

Proof. We see that the map:

δ = γ ◦ α (2.2.3)

satisfies:

{δ(v), δ(w)} = {γ(−v), γ(−w)} = {γ(v)γ(w)} = −2Q(v, w) · 1

and thus induces a unique Clifford algebra endomorphism:

α : Cl(V,Q) −→ Cl(V,Q)

The image δ(V ) clearly spans Cl(V,Q), thus α is surjective, so by rank nullity α is an automorphism.
Let {ei} be an orthogonal basis for V , we see that for any a ∈ Cl(V,Q):

α(a) =
n∑
k=0

∑
i1<···<ik

ai1···ikδ(ei1) · · · δ(eik)

=
∑
k

∑
i1<···<ik

ai1···ikγ(−ei1) · · · γ(−eik)

=
∑
k

∑
i1<···<ik

(−1)kai1···ikγ(ei1) · · · γ(eik)

This second lemma does not utilize the universal property of Clifford algebras as the map we
obtain is an antiautomorphism.
Lemma 2.2.7. Let (V,Q) be a finite dimensional K-linear vector space with a symmetric bilinear
form Q, and t′ : T (V )→ T (V ) be the antihomomorphism given on simple k tensors by:

v1 ⊗ · · · vk → vk ⊗ vk−1 ⊗ · · · ⊗ v2 ⊗ v1

This map descends to an anti automorphism:

t : Cl(V,Q) −→ Cl(V,Q)

called the transpose, and denote t(x) by xt.

Proof. Let I be the ideal used in the construction of the Clifford algebra. We see that for any i ∈ I
written as:

i =
∑
i

ai ⊗ (vi ⊗ vi −Q(vi, vi))⊗ bi

where ai, bi ∈ T (V ), hence :

t′(i) =
∑
i

bi ⊗ (vi ⊗ vi −Q(vi, vi))⊗ ai ∈ I
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implying that t′(i) preserves the ideal I. We thus define the map:

xt = [t′(ω)]

where ω is any class representative in the fibre π−1(x). This is unique, and well defined as for any
i ∈ I:

[t′(ω + i)] = [t′(ω) + t(i)] = [t′(ω)] = xt

It remains to check that t : Cl(V,Q) → Cl(V,Q) is anti automorphism. We see that π is a
homomorphism, and t is an antihomomorphism. We defined t : Cl(V,Q) → Cl(V,Q) by the
identity:

t ◦ π = π ◦ t′

We want to show that (xy)t = ytxt. Let ωx and ωy lay in the fibres π−1(x) and π−1(y), then we
see that:

t ◦ π(ωxωy) = (xy)t = π(t′(y)t′(x)) = π(t′(y))π(t′(x)) = ytxt

as desired. To check that this is an anti automorphism, we need only check t′ is surjective by rank
nullity. Let {ei} be an orthogonal basis for V , then we see that any basis element of Cl(V,Q):

ei1 · · · eik

with 1 ≤ i1 < · · · < ik ≤ dimV , then:

(ei1 · · · eik)t = [t′(ei1 ⊗ · · · ⊗ eik)] = eik · · · ei1

However we can reorder this and pick up some number of minus signs hence:

(ei1 · · · eik)t = ±ei1 · · · eik

so t takes basis vectors to basis vectors, and thus the image of a basis under t spans Cl(V,Q),
implying that t is surjective, and thus the claim.

2.2.3 Clifford Algebras for Rt,s and Cn

For (V,Q) = (Rt,s, η), where η is the standard pseudo Euclidean inner product of signature (t, s),
we denote the Clifford algebra by Cl(t, s). Similarly, if (V,Q) = (Cn, q), where q is the standard
complex inner product24, we denote the Clifford algebra by Cl(n).
Lemma 2.2.8. There exists an isomorphism of complex associative algebras:

Cl(t+ s) ∼= Cl(t, s)⊗R C

Complex representations of Cl(t, s) are equivalent to complex representations of Cl(t+ s)

Proof. Consider the map:

δ : Rt,s ⊗R C −→ Cl(t, s)⊗R C
v ⊗ z 7−→ γ(v)⊗ z

We see that:

δ(v ⊗ z)δ(u⊗ z) =(γ(v)⊗ z) · (γ(u)⊗ w)
=(γ(v)γ(u)⊗ zw)

hence:

{δ(v ⊗ z), δ(u⊗ z)} =(γ(v)γ(u) + γ(u)γ(v))⊗ (2zw)
=− 2η(v, u)wz
=− 2q(zv, wu)

24i.e. in the standard basis for Cn, q(ziei, w
jej) = ziwjδij 6= ziw̄jδij
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where zv, wu ∈ Ct+s. Since Rt,s ⊗R C ∼= Ct+s, we have that by the universal property of Clifford
algebras, there exists a unique algebra homomorphism φ : Cl(t+ s)→ Cl(t, s)⊗C. The dimension
of Cl(t, s)⊗C over C is 2t+s, so dimC Cl(t, s)⊗R C = dimC Cl(t+ s). Furthermore, the image of δ
clearly multiplicatively spans Cl(t, s)⊗RC, so the φ is surjective and thus an algebra isomorphism,
hence Cl(t+ s) ∼= Cl(t, s)⊗R C

Lemma 2.2.9. Let n ≥ 1 then:

Cl0(n) ∼= Cl(n− 1)

Proof. Let {ei} be an orthonormal basis for Cn, and let V be the one dimensional subspace
spanned by en. Then, the orthogonal complement of V , denoted V ⊥ is Cn−1, and is spanned by
{e1, . . . , en−1}. Consider the map:

Cn−1 −→ Cl0(n)
w 7−→ w · en

By construction we have that q(w, en) = 0, hence for any u,w ∈ V ⊥:

δ(u)δ(w) =u · en · w · en
=− u · en · en · w
=u · w (2.2.4)

hence:

{δ(u), δ(w)} =u · w + w · u = −2q(u,w)

Thus, by the universal property of Clifford algebras we have that δ descends to a map φ : Cl(n−
1)→ Cl0(n). By Lemma 2.2.6, and Theorem 2.2.3 we have that dimK Cl(n−1) = dimK Cl0(n).
To conclude that φ is an isomorphism, we need to show this map is surjective. Let a ∈ Cl0(n), by
linearity it suffices to assume that a is the product:

ei1 · · · ei2k

where i1 < · · · < i2k. Suppose that no eij = en, then, since there by (2.2.4) we have that:

φ(ei1 · · · eik) =δ(ei1) · · · δ(ei2k) = ei1 · · · ei2k

Now suppose that for some j, eij = en, then:

ei1 · · · eij−1 · en · eij+1 · · · e2k = (−1)j−1en · e1 · · · eij−1 · eij+1 · · · e2k

hence, since the sequence i2, . . . , ij−1, ij+1, . . . , i2k has an even amount of terms:

φ((−1)jei1 · · · êij · · · e2k) =(−1)jei1 · enφ(e2 · · · êj · · · e2k)
=(−1)j−1en · ei1 · · · ej−1 · ej+1 · · · e2k

=ei1 · · · eij−1 · en · eij+1 · · · e2k

so φ is surjective, and thus an isomorphism, implying the claim.

Definition 2.2.10. Let (V,Q) = (Rt,s, η), and suppose that:

ρ : Cl(V,Q) 7−→ End(Σ)

is a representation of Cl(V,Q) on a K linear vector space Σ = KN . Then for the standard basis
{ei} of Rt,s, we define the mathematical gamma matrices:

γa = ρ ◦ γ(ea)

for all 1 ≤ a ≤ t+ s. We define the physical gamma matrices by

Γa = (−i)γa
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It is easily seen from the definition of an algebra homomorphism that:

{γa, γb} = ρ({γ(ea), γ(eb)}) = ρ(−2ηab) = −2ηabIN

where IN is the identity matrix on KN . Similarly we have that:

{Γa,Γb} = 2ηabIN

We also set the following notation:

γab = 1
2[γa, γb]

Γab = 1
2[Γa,Γb]

Similarly to tensors, we raise the index of a gamma matrix by:

γa = ηabγb and Γa = ηabΓb

Furthermore, we set:

γab = 1
2[γa, γb] = −1

2 [Γa,Γb] = −Γab

Definition 2.2.11. Let s+ t = n be even, the chirality element for Cl(t, s) is a Clifford element
of the form:

ω = λe1 · · · en ∈ Cl(t, s)⊗ C

where {ei} is an oriented orthonormal basis for Rt,s

Lemma 2.2.10. The chirality element is independent of a chosen oriented orthonormal basis.

Proof. Let {fi}, and {ei} be two oriented orthonormal basis’s. Then there exists an A ∈ SO(t, s)
such that:

fi = Ajiej

Let φ denote the isomorphism Cl(t, s)→ Λ(Rt,s) from Theorem 2.2.3. Then:

φ(f1 · · · fn) =f1 ∧ · · · ∧ fn
=(Aj1

1 ej1) ∧ · · · ∧ (Ajnn ejn)
=Aj1

1 · · ·Ajnn ej1 ∧ · · · ∧ ejn (2.2.5)

Any term with a repeated index vanishes, and the rest of the terms are permutations of one another,
so we can rewrite (2.2.5) as a sum over permutations. Note that:

eσ(j1) ∧ · · · ∧ eσ(jn) = sgn(σ)ej1 ∧ · · · ∧ ejn

hence (2.2.5) becomes:

φ(f1 · · · fn) =
∑
σ∈Sn

A
σ(1)
1 · · ·Aσ(n)

n e1 ∧ · · · ∧ en

= det(A)e1 ∧ · · · ∧ en
=e1 ∧ · · · ∧ en

where there is not implied summation in the first line. Since φ is an isomorphism, and thus injective
it follows that:

e1 · · · en = f1 · · · fn

implying the claim.
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Lemma 2.2.11. Every chirality element ω satisfies:

{ω, ea} =0
[ω, ea · eb] =0

Proof. We have that:

{ω, ea} =ω · ea + ea · ω
=λ(e1 · · · en · ea + ea · e1 · · · en)

=λ
(

(−1)(n−a) + (−1)(a−1)
)
e1 · · · ea−1 · ea · ea · ea+1 · · · en

If a is even then n− a is even and a− 1 is odd, so the claim follows. If a is odd then n− a is odd,
and a− 1 is even so the claim follows. We then see that:

[ω, ea · eb] =ω · ea · eb − ea · eb · ω
=ω · ea · eb + eb · ea · ω
=ω · ea · eb − eb · ω · ea
=ω · ea · eb + ω · eb · ea
=ω · ea · eb − ω · ea · eb
=0

Lemma 2.2.12. If λ2 = (−1)n/2+t then:

ω2 = 1

Proof. We see that:

ω2 =λ2e1 · · · en · e1 · · · en
=(−1)n/2+te1 · · · en · e1 · · · en

It takes n − 1 swaps to reorder e1 · · · en into en · e1 · · · en−1. It then takes n − 2 swaps to reorder
into en · en−1 · · · en−2, and so on. Hence the number of swaps necessary to re order e1 · · · en into
en · · · e1 is:

n∑
k=1

(n− k) = n(n− 1)
2

hence:

ω2 =(−1)n+2te1 · · · en · e1 · · · en
=(−1)n

We have that n = 2k for some k, and:

ω2 = 1

Motivated by the preceding lemma, we set the following definition:
Definition 2.2.12. If s+ t = n is even, then the standard chirality element is given by:

ω = −in/2+te1 · · · en ∈ Cl(t, s)⊗ C

Note tht if n/2 + t is even, then ω ∈ Cl(t, s). We also set the mathematical chirality operator
as:

γn+1 = −in/2+tγ1 · · · γn

and the physical chirality operator as:

Γn+1 = −in/2+tΓ1 · · ·Γn
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The chirality element can also be extended to Cl(n) for even n, by noting that the standard
orthonormal basis for Rt,s:

{e1, . . . , et, et+1, . . . , et+s}

can be turned into the standard orthonormal basis for Ct+s via:

{ie1, . . . , iet, et+1, . . . , et+s}

We see that with this identification η becomes the standard inner product on Ct+s. Let t+ s = n
be even, then the chirality operator is given by:

ω = −in/2(ie1) · · · (iet) · (et+1) · · · en
Hence, if {ei} is the standard orthonormal basis for (Cn, q), and n is even, the chirality operator
is given by:

ω = −in/2e1 · · · en
We turn to three important examples:
Example 2.2.3. Denote the Pauli spin matrices by:

σ1 =
(

0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
It is easy to check that for all i = 1, 2, 3:

σ2
i = I2

and that:

σiσi+1 = −σi+1σi = iσi+2

Furthermore, the set {I, σ1, σ2, σ3} forms a basis for End(C2). With this in mind, consider the
Clifford algebra Cl(1, 1), i.e. the Clifford algebra for R1,1 where in the standard basis {e1, e2}:

η(e1, e1) = −1 and η(e2, e2) = 1

We then define the mathematical gamma matrices by:

γ1 =σ1

γ2 =iσ2

We check that these are indeed mathematical gamma matrices:

{γ1, γ2} =i(σ1σ2 + σ2σ1) = 0
γ1γ1 =σ2

1 = I2

γ2γ2 =− σ2
2 = −I2

We also see that:

γ1γ2 = −σ3

hence since {1, e1, e2, e1e2} form a basis for Cl(1, 1), it follows that the assignment:

1 7−→ I

e1 7−→ γ1

e2 7−→ γ2

e1e2 7−→ γ1γ2

generates a faithful representation of Cl(1, 1) on R2, as well as C2. Importantly, we see that the
assignments 1 → I2, and e1e2 → γ1γ2 are consequences of any representation being a homomor-
phism. This representation is also an algebra isomorphism as dimR End(R2) = dimR Cl(1, 1), so
Cl(1, 1) ∼= End(R2) Furthermore, since the aforementioned set {I, σ1, σ2, σ3} is a basis for End(C2),
it follows by Lemma 2.2.7 that:

Cl(2) ∼= Cl(1, 1)⊗R C ∼= End(C2)

as associative C algebras.
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Example 2.2.4. Consider the clifford algebra Cl(1, 3), that is the Clifford algebra for Minkowski
spacetime R1,3 with signature (−,+,+,+). We denote the standard orthonormal basis for R1,3 by
{e0, e1, e2, e3}, where:

η(e0, e0) = −1 and η(ei, ei) = 1 for 1 ≤ i ≤ 3

Now, let H denote the space of the quaternions. Recall that the quaternions are an R vector space
spanned by {1, i, j, k} which satisfy:

ijk = −1 i2 = −1 j2 = −1 k2 = −1 (2.2.6)

This multiplicative structure turns the quaternions into an associative R algebra with unit element
one. We can take a direct sum H2 = H⊕H, which is the set of column ‘vectors’25 with entries in
the quaternions. The set of endomorphisms on H2, denoted End(H2) is the set of all two by two
matrices with quaternion entries, and as a real associative algebra satisfies dimR End(H2) = 16.
We thus define mathematical gamma matrices by:

γ0 =
(

0 1
1 0

)
γ1 =

(
−i 0
0 i

)
γ2 =

(
−j 0
0 j

)
γ3 =

(
−k 0
0 k

)
It is then clear that:

γ0γ0 = I2, and γiγi = −I2, ∀i = 1, 2, 3

Furthermore, from (2.2.6) one can derive that:

ij = k = −ji, jk = i = −kj ik = j = −ki

implying that:

{γi, γj} = 0

for all i, j = 1, 2, 3, 4 such that i 6= j, so the mathematical gamma matrices generate a representa-
tion ρ : Cl(1, 3)→ End(H2). We calculate the other terms of the form γiγj for i < j:

γ0γ1 =
(

0 i
−i 0

)
γ0γ2 =

(
0 j
−j 0

)
γ0γ3 =

(
0 k
−k 0

)
γ1γ2 =

(
k 0
0 k

)
γ1γ3 =

(
j 0
0 j

)
γ2γ3 =

(
i 0
0 i

)
For the terms of the form γiγjγk such that i < j < k we have:

γ0γ1γ2 =
(

0 k
k 0

)
γ0γ1γ3 =

(
0 j
j 0

)
γ0γ2γ3 =

(
0 i
i 0

)
γ1γ2γ3 =

(
1 0
0 −1

)
Finally we have that:

γ0γ1γ2γ3 =
(

0 −1
1 0

)
It is then clear that as a real associative algebra the set:

{γi1 · · · γik : 0 ≤ k ≤ 4, 0 ≤ i1 < · · · ik ≤ k}

where with k = 0 the empty product is ρ(1) = I2, forms a basis for End(H2). It follows that ρ is
a faithful representation of Cl(1, 3) on H2, and that as real associative algebras:

Cl(1, 3) ∼= End(H2)
25H2 is not a vector space under scalar multiplication by H, as multiplication is noncommunicative. Instead H2

is an H module.
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Example 2.2.5. We continue with the Clifford algebra Cl(1, 3), but instead seek a faithful repre-
sentation of Cl(1, 3) on C4. We define the mathematical gamma matrices by:

γ0 =
(

0 −I2
−I2 0

)
γi =

(
0 −σi
σi 0

)
∀i = 1, 2, 3

We see that:

γ0γ0 = I4 and γiγi = −I4

while:

{γi, γj} = 0

for all i, j = 0, 1, 2, 3, 4 such that i 6= j, so, as before, the mathematical gamma matrices generate
a representation of Cl(1, 3) on C4. We want to see that this representation is faithful, as before we
begin by calculating the γiγj terms such that i < j:

γ0γ1 =
(
−σ1 0

0 σ1

)
γ0γ2 =

(
−σ2 0

0 σ2

)
γ0γ3 =

(
−σ3 0

0 σ3

)
γ1γ2 =

(
−iσ3 0

0 −iσ3

)
γ1γ3 =

(
iσ2 0
0 iσ2

)
γ2γ3 =

(
−iσ1 0

0 −iσ1

)
For the γiγjγk such that i < j < k we have:

γ0γ1γ2 =
(

0 iσ3
iσ3 0

)
γ0γ1γ3 =

(
0 −iσ2
−iσ2 0

)
γ0γ2γ3 =

(
0 iσ1
iσ1 0

)
γ1γ2γ3 =

(
0 iI2
−iI2 0

)
Finally we have that:

γ0γ1γ2γ3 =
(
iI2 0
0 −iI2

)
With ρ(1) = I4, we see that the set:

B = {γi1 · · · γik : 0 ≤ k ≤ 4, }

with the empty product equal to I4, forms a basis for End(C4) as a complex vector space, hence
ρ is a faithful representation of Cl(1, 3) on C4. In particular, it follows that:

Cl(4) ∼= Cl(1, 3)⊗R C ∼= End(C4)

We now turn to describing the structure of the standard Clifford algebras. In the complex case,
this is not too difficult, but we need the following two lemmas:
Lemma 2.2.13. The complex Clifford algebras satisfy the following condition:

Cl(n+ 2) ∼=Cl(n)⊗C Cl(2)
∼=Cl(n)⊗C End(C2)

Proof. We write Cn+2 = Cn ⊕ C2. Let {en+1en+2} be the standard orthonormal basis for C2 and
ω = −ien+1en+2 the chirality element in Cl(2). Then define the map:

δ : Cn ⊕ C2 −→ Cl(n)⊗C Cl(2)
(v, u) 7−→ 1⊗ u+ v ⊗ ω

We see that this map satisfies:

δ(v, u)δ(v, u) =(1⊗ u+ v ⊗ ω)(1⊗ u+ v ⊗ ω)
=1⊗ u · u+ v ⊗ u · ω + v ⊗ ω · u+ v · v ⊗ ω · ω
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Since ω2 = 1, and:

v ⊗ u · ω + v ⊗ ω · u = v ⊗ ({u, ω}) = 0

we have that:

δ(v, u)δ(u, v) =1⊗ u · u+ v · v ⊗ 1 = −(q(u, u) + q(v, v))

Therefore, there exists a unique algebra homomorphism φ : Cl(n+ 2)→ Cl(n)⊗CCl(2). Note that
a basis for Cl(n)⊗C Cl(2) is given by the union of the following three sets:

B1 = {ei1 · · · eik ⊗ 1 : 0 ≤ k ≤ n− 2, 1 ≤ i1 < · · · < ik ≤ k}
B2 = {ei1 · · · eik ⊗ ej : 0 ≤ k ≤ n− 2, 1 ≤ i1 < · · · < ik ≤ k, j = n+ 1, n+ 2}
B3 = {ei1 · · · eik ⊗ ω : 0 ≤ k ≤ n− 2, 1 ≤ i1 < · · · < ik ≤ k}

To show φ is surjective, it then suffices to check that for each element b in the above sets there
exists an a ∈ Cl(n+ 2) such that φ(a) = b. Suppose that b ∈ B1 then:

b = ei1 · · · eik ⊗ 1

We see that:

φ(e1 · · · eik · ω) =δ(ei1) · · · δ(eik)δ(−ien+1)δ(en+2)
=(ei1 ⊗ ω) · · · (eik ⊗ ω)(−i1⊗ en+1)(1⊗ en+2)
=((ei1 · · · eik)⊗ ω) · (1⊗ ω)
=ei1 · · · eik ⊗ 1

Now suppose that b ∈ B2, then:

b = ei1 · · · eik ⊗ ej

where j = n+ 1, n+ 2. We thus obtain that:

φ(ei1 · · · eik · ej · ω · ej) =((ei1 · · · eik)⊗ ω) · (1⊗ ω) · (1⊗ ej)
=ei1 · · · eik ⊗ ej

Finally, with b ∈ B3 we have that:

b = ei1 · · · eik ⊗ ω

hence:

φ(ei1 · · · eik) = ei1 · · · eik ⊗ ω

so φ is as surjection. Since dimC Cl(n+ 2) = dimC Cl(n)⊗C Cl(2) the first isomorphism follows by
rank nullity. The second isomorphism follows by Example 2.2.3.

Lemma 2.2.14. Let V and W be finite dimensional K = R,C vector spaces. Then:

End(V )⊗K End(W ) ∼= End(V ⊗K W )

Proof. Consider the linear map:

φ : End(V )⊗K End(W ) −→ End(V ⊗K W ) (2.2.7)

given on simple tensors by:

A⊗B −→ φ(A⊗B)

where φ(A⊗B) acts on simple tensors v ⊗ w ∈ V ⊗K W by:

φ(A⊗B)(v ⊗ w) = A(v)⊗B(w)
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Note that this map is homomorphism as IdV ⊗ IdW clearly maps to the identity on V ⊗K W , and
for any A1 ⊗B1, A1 ⊗B2 ∈ End(V )⊗C End(W ) satisfies:

φ(A1 ⊗B1) ◦ φ(A2 ⊗B2)(v, w) =A1 ◦A1(v)⊗B1 ◦B2(v, w)
=φ(A1A2 ⊗B1B2)
=φ((A1 ⊗B1) · (A2 ⊗B2))

Let {ei} and {fi} be basis for V and W respectively. Denote the dual basis for each by {ei} and
{f i}. Then any elements A ∈ End(V ) B ∈ End(W ) can be written as:

A = Aijei ⊗ ej B = Blkfl ⊗ fk

since End(V ) ∼= V ⊗KV
∗, and likewise for End(W ). Thus we have that any C ∈ End(V )⊗KEnd(W )

can be written as:

C =
∑
n

An ⊗Bn

=
∑
n

(Ainjei ⊗ ej)⊗ (Blnkfl ⊗ fk)

=
∑
n

AinjB
l
nk(ei ⊗ ej)⊗ (fl ⊗ fk)

For each i, j, l, k let:

AijB
l
k =

∑
n

AinjB
l
nk

then:

C = AijB
l
k(ei ⊗ ej)⊗ (fl ⊗ fk)

Now suppose that φ(C) = 0, then:

φ(C)(ep ⊗ fq) = AipB
l
qei ⊗ fl = 0

Contracting the first term with ei and the second with fm we obtain that:

AipB
l
q = 0

Repeating this process for all possible combinations of i, j, p, q we see that C = 0, as every compo-
nent is zero, so φ is injective. Now, let dimK V = n and dimKW = m. Then, dimK End(V ) = n2

and dimK End(W ) = m2, so dimK End(V ) ⊗K End(W ) = n2m2. Similarly dimK V ⊗K W = mn,
and dimK End(V ⊗K W ) = n2m2. The claim then follows by rank nullity.

Note that we would also prove this via the following chain of isomorphisms:

End(V )⊗K End(W ) ∼=(V ⊗K V
∗)⊗K (W ⊗K W

∗)
∼=(V ⊗K W )⊗K (V ∗ ⊗K W

∗)
∼=(V ⊗K W )⊗K (V ⊗K W )∗
∼=End(V ⊗K W )

We now turn to our first structure theorem for Clifford algebras.
Theorem 2.2.4. As complex algebras, the Clifford algebras Cl(n) and it’s even part are given by
the following table of isomorphisms:

Complex Clifford Algebra Isomorphisms

n Cl(n) Cl0(n) N

even End(CN ) End
(
CN/2

)
⊕ End

(
CN/2

)
2n/2

odd End
(
CN
)
⊕ End

(
CN
)

End
(
CN
)

2(n−1)/2
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Proof. First note that by Lemma 2.2.8 we have that:

Cl0(2) ∼= Cl(1)

With End(C) ∼= C, we have that C⊕C is an associative C algebra, where the unit element is (1, 1).
Since {1, e1} is a basis for Cl(1), it follows that the assignment:

1 7−→ (1, 1)
ei 7−→ (i,−i)

determines an algebra isomorphism φ : Cl(1)→ C⊕ C as:

ρ(ei) · ρ(ei) = (i,−i)(i,−i) = (−1,−1) = −q(e1, e1) · (1, 1)

so Cl0 ∼= C⊕ C ∼= End(C)⊕ End(C).
We proceed by cases, and induction. Suppose that n is even, the first non trivial base case is

n = 2, then by Example 2.2.3, we have that:

Cl(2) ∼= End
(
C2)

Assuming the base case, suppose the nth case holds, where n is even. For n+ 2, we have that by
Lemma 2.2.12 and Lemma 2.2.13:

Cl(n+ 2) ∼=Cl(n)⊗C Cl(2)
∼=End

(
C2n/2

)
⊗C End

(
C2)

∼=End
(
C2n/2

⊗C C2
)

∼=End
(
C2(n+2)/2

)
hence for even n

Cl(n) ∼= End
(
CN
)

where N = 2n/2, as desired.
We now move to the n odd case before proving the even part of the Clifford algebra. By our

work above we have that:

Cl(1) ∼= End(C)⊕ End(C)

Assuming the nth case, we see that by Lemma 2.2.12 and Lemma 2.2.13:

Cl(n+ 2) ∼=Cl(n)⊗C Cl(2)
∼=
(

End
(
C2(n−1)/2

)
End

(
C2(n−1)/2

))
⊗C End(C2)

∼=
(

End
(
C2(n−1)/2

)
⊗C End(C2)

)
⊕
(

End
(
C2(n−1)/2

)
⊗C End(C2)

)
∼=End

(
C2(n+1)/2

)
⊕ End

(
C2(n+1)/2

)
hence for odd n:

Cl(n) ∼= End
(
CN
)
⊕ End

(
CN
)

where N = 2(n−1)/2 as desired.
Now we again assume n is even, so n − 1 is odd. It follows from the preceding result, and

Lemma 2.2.8 that:

Cl0(n) ∼=Cl(n− 1)
∼=End

(
C2(n−2)/2

)
⊕ End

(
C2(n−2)/2

)
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We see that:

2(n−2)/2 = 2n/2−1 = 1
22n/2

hence for even n:

Cl0(n)End
(
CN/2

)
⊕ End

(
CN/2

)
with N = 2n/2.

If n is odd, then n− 1 is even. It follows from the even case, and from Lemma 2.2.8 that:

Cl0(n) ∼=Cl(n− 1)
∼=End

(
C2(n−1)/2

)
hence for odd n:

Cl0(n) ∼= End(CN )

where N = 2(n−1)/2

We have a similar, albeit more complicated, result for real Clifford algebras, which we cite without
proof.
Theorem 2.2.5. Let p = s − t, and s + t = n. Then as real associative algebras, the Clifford
algebras Cl(t, s) and it’s even parts are given by the following tables :

Real Clifford Algebra Isomorphisms

p mod 8 Cl(t, s) N

0 End
(
RN
)

2n/2

1 End (Cn) 2(n−1)/2

2 End
(
HN
)

2(n−2)/2

3 End
(
HN
)
⊕ End

(
HN
)

2(n−3)/2

4 End
(
HN
)

2(n−2)/2

5 End
(
CN
)

2(n−1)/2

6 End
(
RN
)

2n

7 End
(
RN
)
⊕ End

(
RN
)

2(n−1)/2

Real Even Clifford Algebra Isomorphisms

p mod 8 Cl0(t, s) N

0 End
(
RN
)
⊕ End

(
RN
)

2(n−2)/2

1 End (Rn) 2(n−1)/2

2 End
(
CN
)

2(n−2)/2

3 End
(
HN
)

2(n−3)/2

4 End
(
HN
)
⊕ End

(
HN
)

2(n−4)/2

5 End
(
HN
)

2(n−3)/2

6 End
(
CN
)

2(n−2)/2

7 End
(
RN
)

2(n−1)/2

2.2.4 Spinor Representation
Definition 2.2.13. The vector space of Dirac spinors is ∆n = CN , where N is given by Theo-
rem 2.2.4. If n is even, the (even) Dirac spinor representation is given by the isomorphism:

ρ : Cl(n) −→ End(∆n)

If n is odd, the (odd) Dirac spinor representation is given by the homomorphism:

ρ : Cl(n) −→ End(∆n)⊕ End(∆n) −→ End(∆n)

We also have induced representation of Cl(t, s) on ∆n, when s + t = n, given by restricting ρ, or
π1 ◦ ρ to the real part of:

Cl(t, s)⊗R C ∼= Cl(n)

Definition 2.2.14. The bilinear map:

Rt,s × ∆n −→ ∆n

(v, ψ) 7−→ v · ψ = ρ(γ(v)) · ψ
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is called mathematical Clifford multiplication of a spinor and vector. Physical Clifford
multiplication is given by (−i) times mathematical Clifford multiplication. Via the isomorphism
in Theorem 2.2.3:

f−1 : Λ(Rt,s) −→ Cl(t, s)

we define Clifford multiplication of forms by:

Λk(Rt,s) × ∆n −→ ∆n

(ω, ψ) 7−→ ω · ψ = ρ(f−1(ω)) · ψ

We want to see how restriction of ρ to the even subalgebra of Cl(n) behaves.
Corollary 2.2.5. If n is odd then the restriction of ρ : Cl(n) → ∆n to Cl0(n), i.e. the reduced
representation of Cl0(n) on ∆n, is irreducible:

Cl0(n) ∼= End(∆n)

If instead n is even then the induced representation of Cl0(n) on ∆n splits into left handed
(positive) and right handed (negative) Weyl Spinors:

Cl0 ∼= End(∆+
n )⊕ End(∆−n )

where ∆±n ∼= ∆n−1 = CN/2.

Proof. This follows from Theorem 2.2.4.

We clarify what we mean by ∆±n with the following proposition:
Proposition 2.2.3. Let n be even, ρ : Cl(n) → End(∆n) the Dirac spinor representation, and
Γn+1 the chirality element. Then the following hold:
a) ∆±n can be identified with the ±1 eigenspaces of Γn+1 on ∆n.
b) The induced representation of Cl0(n) maps ∆±n to itself, while elements in Cl1(n) map ∆±

to ∆∓. It follows that:

Cl0(n) ∼= Hom(∆+
n ,∆+

n )⊕Hom(∆−n ,∆−n )
Cl1(n) ∼= Hom(∆+

n ,∆−n )⊕Hom(∆−n ,∆+
n )

Proof. We see that Γn+1Γn+1 = Id∆n
, hence Γn+1 has two eigenvalues 1 and −1. We call the −1

eigenspace ∆−n , and the +1 eigenspace ∆+
n . Furthermore, we see that Γn+1 satisfies the polynomial:

t2 − 1 = 0

Recall that the minimal polynomial of Γn+1 is given by:

mΓ = (t− 1)j+1(t+ 1)j−1

where j+1 and j−1 are the size of the Jordan blocks of the eigenvalues +1 and −1. The minimal
polynomial must divide every polynomial P satisfying P (Γn+1) = 0, hence mΓ divides t2 − 1, but
t2 − 1 = (t− 1)(t+ 1), so the Jordan blocks of the eigenvalues must be 1. This implies that Γn+1
is diagonalizable and admits a full set of linearly independent eigenvectors which span ∆n. It then
follows that:

∆n
∼= ∆+

n ⊕∆−n

By Lemma 2.2.10 we have that for all 1 ≤ i, j ≤ n, and all ψ ∈ ∆n:

[Γn+1,ΓiΓj ]ψ = 0

implying that:

Γn+1ΓiΓjψ = ΓiΓjΓn+1ψ
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Suppose that ψ ∈ ∆±n then:

Γn+1ΓiΓjψ = ±ΓiΓjψ

so ΓiΓjψ ∈ ∆±n . Let k − 1 < n be even, and assume that for all ψ ∈ ∆±n , and all 1 ≤ i1 < · · · <
ik−1 ≤ n:

Γi1 · · ·Γik−1ψ ∈ ∆±n

Denote Γi1 · · ·Γik−1ψ by ϕ, then for l, j such that l 6= j 6= i1, . . . , ik−1:

[Γn+1,ΓlΓj ]ϕ = 0

so:

Γn+1ΓlΓjϕ = ±ΓlΓjϕ

Note that k + 1 is even, thus by induction it follows that the induced representation of Cl0(n)
preserves the eigenspaces ∆±n .

Similarly, we have that for all 1 ≤ i ≤ n and all ψ ∈ ∆n:

{Γn+1,Γi}ψ = 0

It follows that if ψ ∈ ∆±n then:

Γn+1Γiψ = ∓Γiψ

so Γiψ ∈ ∆∓n . Proceeding by induction, let k − 1 < n− 1 be odd, and assume that for all ψ ∈ ∆±n
and 1 ≤ i1 < · · · < ik−1 ≤ n:

Γi1 · · ·Γik−1ψ ∈ ∆∓n

Denote Γi1 · · ·Γik−1ψ by ϕ, then for l 6= j 6= i1, . . . , ik−1:

[Γn+1,ΓlΓj ]ϕ = 0

so:

Γn+1ΓlΓjϕ =∓ ΓlΓjϕ
=∓ ΓlΓjΓi1 · · ·Γik−1ϕ

Again note that k + 1 is odd, so it follows that the induced representation of Cl1(n) on ∆n maps
∆±n to ∆. Combining these two results we obtain that:

Cl0(n) ⊂Hom(∆+
n ,∆+

n )⊕Hom(∆+
n ,∆+

n )
Cl1(n) ⊂Hom(∆+

n ,∆−n )⊕Hom(∆−n ,∆+
n )

However, we have:

Cl0(n)⊕ Cl1(n) ∼= Cl(n) ∼= End(∆n)

while:

End(∆n) ∼= Hom(∆+
n ,∆+

n )⊕Hom(∆+
n ,∆+

n )⊕Hom(∆+
n ,∆−n )⊕Hom(∆−n ,∆+

n )

Thus if A ∈ Hom(∆+
n ,∆+

n ) ⊕ Hom(∆−n ,∆−n ), then A ∈ Cl0(n) ⊕ Cl1(n). However, A must lie in
Cl0(n) ⊂ Cl0(n)⊕ Cl1(n) as otherwise A ∈ Hom(∆+

n ,∆−n )⊕Hom(∆−n ,∆+
n ). Hence:

Cl0(n) ∼= Hom(∆+
n ,∆+

n )⊕Hom(∆+
n ,∆+

n ) (2.2.8)

A similar argument demonstrates that if A ∈ Hom(∆+
n ,∆−n ) ⊕ Hom(∆−n ,∆+

n ), then A ∈ Cl1(n),
hence:

Cl1(n) ∼= Hom(∆+
n ,∆−n )⊕Hom(∆−n ,∆+

n )
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implying b).
Finally, to see that the ∆±n are the same as the ones from Corollary 2.2.5, let dimC ∆+

n = a
and dimC ∆−n = b. We see that:

a+ b = N

while by (2.2.8):

a2 + b2 = N2

2
The first equation implies that b = N − a, so:

a2 + (N − a)2 = N2

2 =⇒ a2 + N2

4 −Na = 0 =⇒
(
a− N

2

)2
= 0 =⇒ a = N

2

thus b = N
2 as well, and ∆±n ∼= ∆n−1 = CN/2, implying a).

Note that importantly this implies that if n is even, then Clifford multiplication of a spinor
ψ ∈ ∆±n with a vector v, has image in ∆∓n . Since we are in general interested in four manifolds of
Lorentzian signature, i.e. those equipped with pseudo-Riemannian metric of signature (−+ ++),
this decomposition of Weyl spinors will play an important role in the chapters to come.

2.2.5 The Spin Group
In chapter 1.2, we constructed Lie groups by first examining the the open subset GLn(R) ⊂
Matn×n(R) ∼= End(Rn). In this section, we follow a similar, albeit more complicated path, to
construct the groups Spin and Pin, but by first examining open subsets of Clifford algebras. In
this section, we mildly deviate from Hamilton’s Mathematical Gauge Theory, and instead more
closely follow Michelsohn and Lawson’s Spin Geometry, and Atiyah, Bott, and Shapiro’s Clifford
Modules
Definition 2.2.15. The group of invertible elements in the Clifford algebras Cl(t, s) and Cl(n)
are the sets:

Cl×(t, s) ={v ∈ Cl(t, s) : ∃u ∈ Cl(t, s), v · u = u · v = 1}
Cl×(n) ={v ∈ Cl(n) : ∃u ∈ Cl(n), v · u = v · u = 1}

It is easily verified that the above sets are indeed groups.
Lemma 2.2.15. The group of invertible elements of Cl(n) is an open subset of Cl(n).

Proof. From Theorem 2.2.4 we have that if n is even:

Cl(n) ∼= End
(
CN
)

The group of invertible elements in End(CN ) is the set:

{A ∈ MatN×N (C) : det(A) 6= 0}

it then follows that Cl×(n) is an open subset of Cl(n). If n is odd, we have that by the same
theorem:

Cl(n) ∼= End
(
CN
)
⊕ End

(
CN
)

Recall that multiplicative structure on End
(
CN
)
⊕ End

(
CN
)

is given by:

(A1, B1) · (A2, B2) = (A1 ·A2, B1 ·B2)

hence the group of invertible elements in End
(
CN
)
⊕ End

(
CN
)

is given by:

{(A,B) ∈ MatN×N (C)⊕MatN×N (C) : det(A) 6= 0 and det(B) 6= 0}

It then follows that Cl×(n) is the intersection of two open subsets of End
(
CN
)
⊕End

(
CN
)
, and

thus an open subset of Cl(n).
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Lemma 2.2.16. The group of invertible element of Cl(t, s) is an open subset of Cl(t, s), and thus
a Lie group.

Proof. Let s+ t = n, then by Lemma 2.2.7:

Cl(n) ∼= Cl(t, s)⊗R C

We can thus decompose any w ∈ Cl(n) into u+ iv, where u, v ∈ Cl(t, s). Therefore we have that:

Cl×(t, s) = Cl(t, s) ∩ Cl×(n) (2.2.9)

Equipping Cl(t, s) ⊂ Cl(n) with the subspace topology, it follows that Cl×(t, s) is an open subset
of Cl(t, s), as by Lemma 2.2.14 Cl×(n) is an open subset of Cl(n).

The Clifford algebra Cl(t, s) is a real associative algebra, and thus has the structure of an R-
linear vector space. It follows that Cl×(s, t) is then an open submanifold of Cl(t, s). Multiplication
by any two elements in Cl(t, s) is a bilinear map and thus smooth, so multiplication in Cl×(s, t) is
smooth. By Lemma 1.2.3, we then have that Cl×(s, t) is a Lie group as desired.

We see that since Cl×(t, s) is open in the associative algebra Cl(t, s), thus the tangent space for
all x ∈ Cl×(t, s) satisfies TxCl×(t, s) ∼= Cl(t, s). In particular the Lie algebra of Cl×(t, s), denoted
cl×(t, s) is isomorphic to Cl(t, s) where the Lie bracket is the commutator in Cl(t, s):

[z, y] = z · y − y · z

Recall the adjoint representation of a group G given by:

G −→ Aut(g)
g 7−→ Adg = (Lg ◦Rg−1)∗

We define a similar representation of Cl×(t, s) with use of the automorphism α from Lemma
2.2.6.
Definition 2.2.16. The twisted adjoint representation of Cl×(t, s) on cl×(t, s), denoted, Ad×

is defined by it’s action on elements a ∈ cl×(t, s) ∼= Cl(t, s) as follows:

Ad×
x (a) = α(x) · a · x−1

It is clear that if x ∈ Cl×(t, s), then α(x) ∈ Cl×(t, s), so Ad×
x is an automorphism. Since α is an

automorphism, and thus a smooth map Cl×(t, s) → Cl×(t, s), a similar argument to the one in
Theorem 1.2.6 demonstrates that:

Ad× : Cl×(t, s) −→ Aut(cl×(t, s))
x 7−→ Ad×

x

is indeed a representation of Cl×(t, s) on cl×(t, s). In particular, it is smooth.
Proposition 2.2.4. The subset:

Cl∗(t, s) = {x ∈ Cl×(t, s) : ∀v ∈ Rt,s,Ad×
x (v) ∈ Rt,s}

is a subgroup of Cl×(t, s). Equipped the subspace topology, Cl∗(t, s) is a topological group.

Proof. We first show that Cl∗(t, s) is a group. It is clearly closed under multiplication, as for any
x, y ∈ Cl∗(t), and all v ∈ Rt,s we have that:

Ad×
xy(v) = Ad×

x ◦Ad×
y (v) ∈ Rt,s

Furthermore, if x ∈ Cl∗(t, s), then x−1 ∈ Cl∗(t, s), as for all v ∈ Rt,s we have that there exists a
unique u ∈ Rt,s such that:

Ad×
x (v) = u



2.2. SPINORS 189

then:

Ad×
x−1(u) = v

Since Ad× is an automorphism, it follows that for any v ∈ Rt,s, Adx−1(v) ∈ Rt,s, so x−1 ∈ Cl∗(t, s).
To see that Cl∗(t, s) is a topological group, note that multiplication and inversion in Cl×(t, s)

are smooth, and thus continuous. Let µ, and i be the multiplication and inversion maps, then the
restriction of multiplication and inversion to Cl∗(t, s) are continuous in the subspace topology, as
for any open U ⊂ Cl∗(t, s), we have that:

U = V ∩ Cl∗(t, s)

for some open V ⊂ Cl×(t, s). We see that if:

µ−1(V ) =
⋃
i

Yi × Vi

for some open open sets Yi, Vi ⊂ Cl×(t, s). We also have that:

µ−1(Cl∗(t, s)) = Cl∗(t, s) × Cl∗(t, s)

hence:

µ−1(U) =µ−1(V ∩ Cl∗(t, s))
=µ−1(V ) ∩ µ−1(Cl∗(t, s))

=
(⋃

i

Yi × Vi

)
∩ (Cl∗(t, s) × Cl∗(t, s))

So by definition of the product and subspace topology, µ−1(U) is open in Cl∗(t, s) × Cl∗(t, s), thus
multiplication is continuous. A similar argument shows that inversion is a continuous map, so
Cl∗(t, s) is a topological group.

Since Cl∗(t, s) is by definition the group of invertible elements which preserve the subspace Rt,s,
we have that Ad× is a representation of Cl∗(t, s) on Rt,s. In this case, the representation is only
continuous, as we have not demonstrated that Cl∗(t, s) is a Lie group.
Proposition 2.2.5. The kernel of Ad× : Cl∗(t, s)→ Aut(Rt,s) is equal to R∗, i.e. the subgroup of
non zero real scalars in Cl∗(t, s).

Proof. It is easy to see that if x ∈ R∗ then x ∈ Cl∗(t, s) as for all v ∈ Rt,s:

α(x)vx−1 = xx−1v = v

incidentally this also shows that R∗ ⊂ ker Ad×. Suppose now that x ∈ ker Ad×, then:

α(x)vx−1 = v =⇒ α(x)v = vx

Split x into it’s even and odd parts x0 and x1 respectively, then:

x0v = vx0 and x1v = −vx1 (2.2.10)

Let {ei} be the standard basis for V , if s+ t is even we can write x0 as:

x0 =
(s+t)/2∑
k=0

∑
i1<···i2k

ai1···ikei1 · · · ei2k

and if s+ t is odd as:

x0 =
(s+t−1)/2∑

k=0

∑
i1<···ik

ai1···i2kei1 · · · ei2k
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For some 1 ≤ i ≤ st, collect all terms that don’t contain ei into a new element a0 ∈ Cl0(t, s), and
all other terms into an element b. We can reorder b such that b = eia

1 for some element a1 which
clearly will lie in Cl1(t, s). We then have that x0 = a0 + eia

1, since (2.2.10) holds for all v, let
v = ei then:

(a0 + eia
1)ei = eia

0 − eieia1 = ei + ηiia
1

while the other side of (2.2.10) satisfies:

ei(a0 + eia
1) = eia

0 − ηiia1

Since these two expression are equal, we obtain that a1 = −a1, so x0 has no terms that contain
ei. Since i was chosen arbitrarily, it follows that x0 is a scalar. An entirely analogous argument
demonstrates that x1 is zero, as x1 is odd, implying the claim.

Proposition 2.2.6. The map:

N : Cl(t, s) −→ Cl(t, s)
x 7−→ xα(xt)

restricted to Cl∗(t, s) is a continuous group homomorphism:

N : Cl∗(t, s) −→ R∗

satisfying N(α(x)) = N(x), where R∗ is the topological group of nonzero elements in R.

Proof. First note that if x ∈ Cl∗(t, s), we have that for all v:

α(x)vx−1 = u

for some u ∈ Rt,s. Apply the transpose to both side, then since it is clear that α and t commute:

(x−1)tvα(xt) = u

We also see that:

(xx−1)t = (x−1)txt = e =⇒ (x−1)t = (xt)−1

So we now have:

α(x)vx−1 = (xt)−1vα(xt)

Multiply both sides by x on the right, and α(x)−1 on the left:

v = α(x)−1(xt)−1vα(xt)x

Examine the term acting on the left of v, since α ◦ α = IdCl(t,s) we have

α(x−1)(xt)−1 =(xtα(x))−1

=(α(α(xt)x))−1

=α
(
(α(xt)x)−1)

so:

α
(
(α(xt)x)−1) vα(xt)x = v

We see that:

Ad×
(α(xt)x)−1(v) = α

(
(α(xt)x)−1) vα(xt)x

so (α(xt)x)−1 ∈ ker Ad×. It follows that α(xt)x ∈ ker Ad×, and hence in R∗. Since t is the identity
on Rt,s, we also have that xtα(x) ∈ ker Ad×, implying that N(xt) ∈ ker Ad×. However, we see
that for any y ∈ Cl∗(t, s), then y−1 ∈ Cl∗(t, s), hence:

α(y−1)vy = v′



2.2. SPINORS 191

for some v′ ∈ Rt,s. Apply α and t to both sides, we obtain:

α(yt)v(yt)−1 = v′

so yt ∈ Cl∗(t). Since t is anti automorphism of Cl(t, s), and is in particular one to one and onto, it
follows that t restricted Cl∗(t, s) is an anti automorphism26 of Cl∗(t, s). Therefore, N(xt) ∈ ker Ad×

implies that N(x) ∈ ker Ad×, so N restricted to Cl∗(t, s) has image in R∗.
We see that N is a group homomorphism as for x, y ∈ Cl∗(t, s):

N(xy) = (xy)α((xy)t) = xyα(yt)α(xt) = xN(y)α(xt) = xα(xt)N(y) = N(x) ·N(y)

Furthermore:

N(α(x)) = α(x)α(α(xt)) = α(x)xt = α(xα(xt)) = α(N(x)) = N(x)

so N(α(x)) = N(x).
Finally since t and α are continuous maps Cl∗(t, s) → Cl∗(t, s), and since multiplication in

Cl∗(t, s) is continuous, it follows that N is continuous as the composition of continuous maps.

Definition 2.2.17. We define the following subsets of Rt,s:

St,s− ={v ∈ Rt,s : η(v, v) = −1}
St,s+ ={v ∈ Rt,s : η(v, v) = +1}
St,s± =St,s− ∪ S

t,s
+

With this definition, we can now construct the groups Pin, Spin and Spin+:
Theorem 2.2.6. The following subsets form Lie subgroups of the group Cl×(t, s):

Pin(t, s) ={v1 · · · vr : vi ∈ St,s± , r ≥ 0}

where r = 0 is the empty product equal to ±1. We also set:

Pin(n) =Pin(0, n)

We call Pin(t, s) the pin group.

Proof. We first define the following subgroup of Cl∗(t, s):

C̃l∗(t, s) = {x ∈ Cl∗(t, s) : ∃vi ∈ Rt,s, η(vi, vi) 6= 0, and x = v1 · · · vr}

i.e. the subgroup generated by elements of Rt,s. It is clear that this a group, and endowed with
the subspace topology it is a topological group such that the restriction of N is a continuous group
homomorphism.

We now show that Pin(t, s) is a group. By construction, Pin(t, s) contains the identity, as
1 ∈ Pin(t, s). Furthermore, for any x, y ∈ Pin(t, s) we have that:

x · y = v1 · · · vrx · u1 · · ·ury ∈ Pin(t, s)

for some ui, vi ∈ St,s± and rx, ry ≥ 0. Finally, if x = v1 · · · vr, and then x has an inverse given by:

x = (−1)kα((v1 · · · vr)t) = (−1)k+rvr · · · v1

where k is the number of vi ∈ St,s− . We check that this is an inverse:

xx−1 =(−1)k+rv1 · · · vr · vr · · · v1

=(−1)k+r(−1)rη(v1, v1) · · · η(vr, vr)
=(−1)k+r(−1)k+r

=1
26In the sense of groups, not algebras.
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Note that this implies that:

N(x) = ±1

so:

Pin(t, s) ⊂ N−1(1) ∪N−1(−1)

where here N denotes the restriction of N to C̃l∗(t, s). We want to show that N−1(1)∪N−1(−1) ⊂
Pin(t, s), which, since N is continuous, would imply that Pin(t, s) is a closed subgroup of C̃L∗(t, s).
In particular, Pin(t, s) would be a closed subgroup of Cl×(t, s), so by Theorem 1.2.1, Pin(t, s)
would be an embedded Lie subgroup of Cl×(t, s).

Let x ∈ N−1(1) ∪N−1(−1), we have that for some r ≥ 0 and vi ∈ Rt,s such that η(vi, vi) 6= 0:

x = v1 · · · vr

We want to show x can be rewritten as:

x = u1 · · ·ur

where each ui satisfies η(ui, ui) = ±1. We prove this by induction on r, the base case r = 1 is
trivial, as for all v ∈ Rt,s:

N(v) = η(v, v) = ±1

Suppose the rth case, and let x = v1 · · · vr · vr+1 ∈ N−1(1) ∪N−1(−1), then:

N(x) = N(v1 · · · vr)N(vr+1) = N(v1 · · · vr)η(vr+1, vr+1) = ±1

Assume that η(vr+1, vr+1) > 0, then

N(
√
η(vr+1, vr+1)v1 · · · vr) =η(vr+1, vr+1)η(v1, v1)N(v2 · · · vr)

=η(vr+1, η(vr+1))N(v1 · · · vr)
=± 1 (2.2.11)

The inductive hypothesis then implies that for some ui ∈ Rt,s such that η(ui, ui) = ±1:√
η(vr+1, vr+1)v1 · · · vr = u1 · · ·ur

Let:

ur+1 = 1√
η(vr+1, vr+1)

vr+1

then:

η(ur+1, ur+1) = 1

while:

u1 · · ·ur · ur+1 = v1 · · · vr

If η(vr+1, vr+1) < 0 then replace
√
η(vr+1, vr+1) with

√
−η(vr+1, vr+1), and±1 with∓1 in (2.2.11);

the same argument shows that x can be written into a product of vectors of norm ±1. We thus
have that x ∈ Pin(t, s), so:

Pin(t, s) = N−1(1) ∪N−1(−1)

and is therefore an embedded Lie subgroup of Cl×(t, s) by our earlier discussion.



2.2. SPINORS 193

Corollary 2.2.6. The following subset is a Lie subgroup of Pin(t, s):

Spin(t, s) =Pin(t, s) ∩ Cl0(t, s)
={v1 · · · v2m : vi ∈ St,s± ,m ≥ 0}

We also set:

Spin(n) =Spin(0, n)

and call Spin(t, s) the spin group.

Proof. It is clear that Spin(t, s) is a subgroup of Pin(t, s). Note that Cl0(t, s) is a closed subset of
Cl(t, s), and that:

Pin(t, s) = Pin(t, s) ∩ Cl×(t, s)

It follows that:

Spin(t, s) = Pin(t, s) ∩ (Cl×(t, s) ∩ Cl0(t, s))

Note that Cl×(t, s)∩Cl0(t, s) is closed in Cl×(t, s) by definition of the subspace topology. Therefore
Spin(t, s) is closed in Pin(t, s), and thus by Theorem 1.2.1 is an embedded Lie subgroup of
Pin(t, s).

Corollary 2.2.7. The following subset is a Lie subgroup of Spin(t, s):

Spin+(t, s) ={v1 · · · v2m : m = p+ q ≥ 0, 2p of the vi ∈ St,s− and 2q of the vi ∈ St,s+ }

We call Spin+(t, s), the orthochronus spin group.

Proof. It is clear that Spin+(t, s) ⊂ Spin(t, s) is a subgroup. In particular, we note that if x ∈
Spin+(t, s), then x ∈ Spin(t, s) ∩N−1(1), as if:

x = v1 · · · v2m

and 2p of the vi satisfy η(vi, vi) = −1, then:

N(x) = η(v1, v1) · · · η(v2m, v2m) = (−1)2p = 1

While if x ∈ Spin(t, s) ∩N−1(1) then we have:

N(x) = η(v1, v1) · · · η(v2m, v2m) = (−1)k = 1

where k is the number of vi such that η(vi, vi) = −1. It follows that k is even, hence x ∈ Spin+(t, s).
This implies that:

Spin+(t, s) = Spin(t, s) ∩N−1(1)

We see that N−1(1) ⊂ Pin(t, s) is closed in Pin(t, s), so Spin+(t, s) is closed in Spin(t, s), and is
thus an embedded Lie subgroup of Spin(t, s) by Theorem 1.2.1.

We want to realize these groups as double covers of the pseudo orthogonal groups. We have not
touched on covering spaces in this paper, and we do not intend to, so for our purposes it is perfectly
fine to think of the double cover of a Lie group G as an other Lie group H such that there exists a
surjective Lie group homomorphism φ satisfying kerφ = Z2 = {±e}. Note that this implies that for
any g ∈ G, there exist precisely two elements h,−h ∈ H such that φ(h) = φ(−h) = g. Incidentally,
we have already constructed this homomorphism. Indeed, let v, u ∈ Rt,s, with η(v, v) = ±1, then
v−1 = ∓v, so:

Ad×
v (u) =± v · u · v

=± v(−v · u− 2η(v, u))
=u∓ 2η(v, u)v
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If v is perpendicular to u then:

Ad×
v (u) =u

while if v is parallel to u, then we have that for some a ∈ R, u = av, so:

Ad×
v (u) =av ∓ 2aη(v, v)v

=av − 2av
=− u

This implies that Ad×
v is a reflection in the hyperplane v⊥, so Ad×

v ∈ O(t, s). The composition of
any amount of reflections is still an element of O(t, s), so it follows that Ad× restricted to Pin(t, s)
is a Lie group homomorphism with image in O(t, s), as:

Ad×
v1···vr = Ad×

v1
◦ · · · ◦Ad×

vr

To demonstrate that this map is a surjection with ker Ad× = Z2, we first cite the following theorem
by Cartan. The proof can be found in Hamilton’s Mathematical Gauge Theory.
Theorem 2.2.7. Every element of O(t, s) can be written as a composition of at most 2(t + s)
reflections in hyperplanes v⊥i with vectors vi ∈ St,s± .

We also need the following result:
Theorem 2.2.8. Let R in O(t, s) be a composition of reflections, in hyperplanes v⊥i with vectors
vi ∈ St,s± . Then:
a) R is an element of SO(t, s) if an only if the number of reflections is even.
b) R is an element of SO+(t, s) if and only both the number of vectors vi ∈ St,s− and the number

of vectors vi ∈ St,s+ are even.
However, we require this lemma:

Lemma 2.2.17. Let A,B ∈ O(t, s), if A and B both have time orientability −1 then AB = A ◦B
has time orientability +1. Furthermore, if A has time orientability −1 and B has time orientability
+1 then AB = A ◦B has time orientability −1.

Proof. Let V be an arbitrary maximally negative definite subspace of Rt,s. If A and B both have
time orientability −1, we see that the composition:

(A ◦B)|V = A|B(V ) ◦B|V

is an isomorphism V → A◦B(V ). Since it is a composition of orientation reversing isomorphism’s,
the composition (A◦B)|V is orientation preserving, hence AB = A◦B has time orientability +1 by
Lemma 1.2.2. If B has time orientability +1, then this is an orientation reversing isomorphism,
so AB has time orientability −1.

We can now prove Theorem 2.2.8:

Proof. Let R = Rv1 ◦ · · · ◦Rvr , where Rvr denotes the reflection in the hyper plane v⊥i . For every
vector vi ∈ St,s− , we can decompose Rt,s into maximally negative definite and maximally positive
definite subspaces W−⊕W+ such that for a suitable change of basis matrix Ai : W−⊕W+ → Rt,s:

A−1
i RviAi =

−1 0 0
0 It−1 0
0 0 Is

 (2.2.12)

where the 0’s represent row and column vectors of length t − 1 and s. Similarly, if vi ∈ St,s+ , we
can write:

A−1
i RviAi =

It 0 0
0 −1 0
0 0 Is−1

 (2.2.13)
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The determinant of both of these are equal to −1, implying that the determinant of any reflection
is −1. Suppose R ∈ SO(t, s), then:

det(R) = 1

However this implies that:

det(Rv1) · · · det(Rvr ) = (−1)r = 1

implying that r is even, hence then number of reflections is even. If the number of reflections is
even then:

det(Rv1 · · ·Rvr ) = (−1)r = 1

so R ∈ SO(t, s), implying a).
For brevity denote A−1

i ◦ Rvi ◦ Ai by R′vi . We see that the restriction R′vi |W− : W− → W− is
given by the matrix:

R′vi |W− =
(
−1 0
0 It−1

)
as by (2.2.12), R′vi maps W− to W−, so we can think of this restriction as a t× t matrix. Similarly
if vi ∈ St,s+ we have that:

R′vi = Is

It follows by Lemma 1.2.2 that if vi ∈ St,s± then Rvi has time orientability ±1. Let R be a
composition of reflections, it then follows by Lemma 2.2.17, that if p is the number of reflections
in R which correspond to vectors in St,s− , then we can rewrite R as a composition of p time
orientation reversing transformations in SO(t, s). Suppose R in SO+(t, s), and that p = 2m+ 1 is
odd, then

R =A1 ◦ · · · ◦A2m+1

=(A1 ◦A2) ◦ · · · ◦ (A2m−1 ◦A2m) ◦A2m+1

where eachAi ∈ SO(t, s) has time orientability−1. Each pair of compositions has time orientability
+1, so this becomes:

R =B ◦A2m+1

where B ∈ SO+(t, s). By Lemma 2.2.17, it follows that R has time orientability −1, a contradic-
tion, thus p must be even. Since R ∈ SO+(t, s) it follows that R ∈ SO(t, s), so there must be an
even amount of reflections in R corresponding to vectors in St,s+ . Conversely, suppose that R is a
composition of reflections, and that p = 2m and q = 2n are the number of reflections corresponding
to vectors in St,s− and St,s+ respectively. It follows that R ∈ SO(t, s), and furthermore, that:

R = A1 ◦ · · · ◦A2m

where each Ai ∈ SO(t, s) has time orientability −1. We can rewrite this as:

R =(A1 ◦A2) ◦ · · · (A2m−1 ◦A2m)
=B1 ◦ · · · ◦Bm

where Bi ∈ SO+(t, s), hence R ∈ SO+(t, s) which implies b).

Corollary 2.2.8. Denote the restriction of Ad× to Pin(t, s), by λ. The following then hold:
a) The Lie group homomorphism:

λ : Pin(t, s) −→ O(t, s)

is surjective and has kernel Z2 = {±1}



2.2. SPINORS 196

b) The restriction of λ to Spin(t, s) and Spin+(t, s) defines surjective Lie groups homomor-
phisms:

λ : Spin(t, s) −→ SO(t, s)
λ : Spin+(t, s) −→ SO+(t, s)

with kernel Z2 = {±1}

Proof. It is clear that the map:

λ : Pin(t, s) −→ O(t, s)

is surjective, by Theorem 2.2.7. We want to show that the kernel of λ = ±1. Note that
Pin(t, s) ⊂ Cl∗(t, s), and thus if:

Ad×
v1···vr = Id

by Proposition 2.2.5, we have that v1 · · · vr ∈ R∗. However, the only scalars in Pin(t, s) are ±1
by construction, hence kerλ = Z2 = {±1}, implying a).

Note that λ restricted to Spin(t, s) and Spin+(t, s) has image in SO(t, s) and SO+(t, s), and is
surjective by Theorem 2.2.8. Furthermore, the kernel of λ restricted to Spin(t, s) and Spin+(t, s)
is clearly {±1}, by the same argument for Pin(t, s), implying b).

A simple fact from algebra demonstrates that for any g ∈ O(t, s), we have that:

λ−1(g) = {±x} = x · Z2

where x is any arbitrary element of λ−1(g). This shows that for each element g ∈ O(t, s), there
exist precisely two elements in Pin(t, s) which map to g. It can also be shown that Spin+(t, s) is
connected.

The following lemma will allow us to prove a variety of important properties the groups spin
groups:
Lemma 2.2.18. Let f : G → H be a surjective Lie group homomorphism such that ker f is a
discrete subgroup of G. Then the induced Lie algebra homomorphism f∗ : g→ h is an isomorphism.

Proof. Note that the kernel of f is closed in the G, and thus by Theorem 1.2.1 is an embedded
Lie subgroup of G. Since ker f is discrete it follows that this Lie subgroup is 0 dimensional. With
this in mind, we prove that f∗ is injective as follows; let X ∈ g and suppose that f∗(X) = 0. We
then see by Proposition 1.2.9 that:

f(exp(tX)) = exp(tf∗(X)) = eH

However, this implies that the one dimensional embedded subgroup generated by X under the
exponential map lies in the kernel of f , a contradiction. Therefore, f∗ has trivial kernel, and is
thus injective.

We now show that f∗ is surjective. Let Y ∈ h, t 6= 0, then exp(tY ) ∈ H, and since f is
surjective, it follows that there exists a g ∈ G such that:

f(g) = exp(tY )

Let t be small enough such that tY lies in a small enough open neighborhood U of 0 such that
the exponential map is a local diffeomorphism. It follows that exp(U) is an open neighborhood of
eH , and that f−1(exp(U)) is an open neighborhood of eG. If necessary, make t smaller, so that
f−1(exp(U)) is locally diffeomorphic to an open neighborhood of 0 in g. It then follows that for
some ε > 0 there exists an s ∈ (−ε, ε), and X ∈ g such that:

exp(sX) = g

hence:

f(exp(sX)) = exp(sf∗X) = exp(tY )



2.2. SPINORS 197

Since the exponential map is a local diffeomorphism in both neighborhoods we have that:

sf∗X = tY

Therefore:

f∗

(s
t
X
)

= Y

so f∗ is surjective, implying the claim.

We then immediately obtain the following result regarding the Lie algebras of the spin groups.
Corollary 2.2.9. The following Lie algebra homomorphisms are isomorphisms:

λ∗ : pin(t, s) −→ o(t, s)
λ∗ : spin(t, s) −→ so(t, s)

λ∗ : spin+(t, s) −→ so+(t, s)

In particular,

spin+(t, s) ∼= so(t, s)

and the dimension of each Pin and Spin group is:

n2 − n
2

where n = s+ t.
Though the preceding isomorphism is certainly convenient, it is at times important to have a

description of spin+(t, s) as a subset of the Lie algebra cl×(t, s) ∼= Cl(t, s). We need the following
definition:
Definition 2.2.18. Let {ei} be an orthonormal basis for Rt,s. We denote by M(t, s) the subspace
of Cl(t, s) given by the span of the set:

{eiej ∈ Cl(t, s) : 1 ≤ i < j ≤ n}

Lemma 2.2.19. The vector space M(t, s) is a Lie subalgebra of cl×(t, s) of dimension:

dimRM(t, s) = n2 − n
2

where n = t+ s.

Proof. It follows that are n choose 2 basis vectors of M(t, s), as the set:

{eiej ∈ Cl(t, s) : 1 ≤ i < j ≤ n}

spans the space by construction, and is linearly independent by Corollary 2.2.3.
We need to check that that M(t, s) is closed under the bracket operation on cl×(t, s) given by:

[x, y] = x · y − y · x

for all x, y ∈ Cl(t, s). Let x = Aijeiej , and y = Blkelek, then:

[x, y] =AijBkl[eiej , elek]

We see that:

[eiej , elek] = eiejelek − elekeiej

Examine the second term:

elekeiej =− el(eiek + 2ηik)ej
=− eleiekej − 2ηikelej
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Repeating this process we find that:

elekeiej = eiejelek + 2ηljeiek − 2ηjkeiel + 2ηilekej − 2ηikelej

hence:

[eiej , elek] = −2ηljeiek + 2ηjkeiel − 2ηilekej + 2ηikelej

When i = l and j = k this is expression is zero as expected. Furthermore, if i 6= l, k and j 6= l, k,
then this expression is also zero. If i = l, and j 6= k, then l = i < k 6= j :

[eiej , elek] =− 2ηiiekej

and if k > j, then we can reorder using the Clifford relation. Similarly if i = k then l < k = i < j,
so :

[eiej , elek] = 2ηiielej

If j = l then i < j = l < k so:

[eiej , elek] = −2ηjjeiek

Finally, if j = k, and i 6= l then l 6= i < j = k so:

[eiej , elek] = 2ηjjeiel

and if i > l then we can reorder as before. It follows that M(t, s) is closed under the Lie bracket,
and thus a Lie subalgebra of cl×(t, s).

We now show that M(t, s) is actually to spin+(t, s):
Proposition 2.2.7. For all s, t ≥ 0, the following identity holds:

spin(t, s) = M(t, s)

Proof. If we can show thatM(t, s) is a subspace of spin+(t, s) then since dimRM(t, s) ∼= dimR spin+(t, s)
we are done.

Suppose that eiej satisfy ηii = ηjj . Then the curve:

γ(t) = ei(−ηii cos(t)ei + sin(t)ej)

is a smooth curve in Spin+(t, s) as:

η(−ηii cos(t)ei + sin(t)ej ,−ηii cos(t)ei + sin(t)ej) =η3
ii cos2(t) + sin2(t)ηjj

=ηii cos2(t) + sin2(t)ηjj
=ηii

Similarly, if ηii 6= ηjj , then ηii = −ηjj , so the curve

γ(t) = ei(−ηii cosh(t)ei + sinh(t)ej)

lies in Spin+(t, s) as:

η(−ηii cosh(t)ei + sinh(t)ej ,−ηii cosh(t)ei + sinh(t)ej) =ηii cosh2(t) + sinh2(t)ηjj
=ηii cosh2(t)− sinh2(t)ηii
=ηii

At t = 0, it s clear that both curves go through the identity, as sinh(0) = sin(0) = 0, and
−ηiiei = e−1

i . Taking the derivative at t = 0, we find that in both cases:

γ̇(0) = eiej ∈ spin+(t, s)

for all 1 ≤ i < j ≤ s+ t. Therefore, M(t, s) ⊂ spin+(t, s), implying the claim.
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In particular, the above proposition implies that the spanning set of M(t, s) given in Definition
2.2.18 is a basis for spin+(t, s). We wish to find the the image of this set under the isomorphism
λ∗

Proposition 2.2.8. Let {ei} be an orthonormal basis for Rt,s, then for all 1 ≤ i < j ≤ s+ t, the
Lie algebra isomorphism:

λ∗ : spin+(t, s) −→ so+(t, s)

satisfies:

λ∗(eiej) = 2(ηiiEij − ηjjE
j
i )

where there is no summation over i and j, and Eij is the (s + t) × (s + t) matrix with a 1 in the
ith column of the jth row, and zeroes elsewhere. In other words:

Eij = ei ⊗ ej

where {e} is the basis dual to {ei}.

Proof. Note that the map in the case of Spin+(t, s) we have that:

λ(x)(y) = Ad×
x (y) = α(x)yx−1 = xyx−1 = Adx(y)

for all x ∈ Spin+(t, s) and all y ∈ spin+(t, s). It follows from Theorem 1.2.7, that:

λ∗ : spin+(t, s) −→ so+(t, s)

satisfies:

λ∗(x)(y) = [x, y]

for all x ∈ spin+(t, s) and y ∈ Cl(t, s). Suppose that y ∈ Rt,s ⊂ Cl(t, s), and let y = ymem, then
since ηim = 0 unless m = i we have:

λ∗(eiej)(em) =[eiej , ymem]
=ymeiejem − ymemeiej
=2(−ymηjmei + ymηimej)
=2(−yjηjjei + yiηiiej)

where there is no implied summation over j and i. Let {ei} denote the dual basis to {ei}, then
the matrix:

ηiiE
i
j − ηjjE

j
i

can be written as:

ηiie
i ⊗ ej − ηjjej ⊗ ei

where again there is no implied summation over i and j. It follows that:

2(ηiiei ⊗ ej − ηjjej ⊗ ei)(y) =2(ymηiiei(em)⊗ ej − ηjjej(em)⊗ ei)
=2(yiηiiej − yjηjjei)

Hence:

λ∗(eiej) =2(ηiiEij − ηjjE
j
i )
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It should be clear from Example 1.2.11 that λ∗(eiej) does indeed lie in so+(t, s). Furthermore,
for brevity, we sometimes write:

εij = ηiiE
i
j − ηjjE

j
i

Now that we have sufficiently characterized the Lie algebra spin+(t, s), we turn to our second
application of Lemma 2.2.18. Specifically, can obtain the following result regarding the quotients
of the spin groups by the kernel of λ.
Proposition 2.2.9. There exist unique Lie group isomorphisms:

Pin(t, s)/Z2 ∼= O(t, s)
Spin(t, s)/Z2 ∼= SO(t, s)

Spin+(t, s)/Z2 ∼= SO+(t, s)

Proof. Let G denote any of the groups Pin(t, s), Spin(t, s), or Spin+(t, s), and H denote the
corresponding image.

Note that kerλ = Z2, so Z2 is a closed, normal subgroup of G. In particular, Z2 is a compact
embedded Lie subgroup of each group, thus the natural right action of Z2 on each group is proper.
This action is easily seen to be free, as for any g ∈ G, and any h1, h2 ∈ Z2 we have that:

φg(h1) = g · h1 = g · h2 = φg(h2)

implies that:

h1 = h2

as we can apply g−1 on the left to both sides. Corollary 1.2.8 and Theorem 1.2.4 then tell us
that G/Z2, has the structure of a smooth manifold such that projection π is a smooth submersion.

However, this smooth manifold also has a well defined group structure as Z2 is a normal
subgroup. The group structure is given by:

[g] · [h] = [g · h] = π(g · h)

Let s1, s2 : U → G be two smooth local sections of π, then we have that s1 × s2 : U ×U → G×G.
The multiplication map on G/Z2 is then given locally by:

µ = π(s1 · s2)

which is a composition of smooth maps and thus smooth. Lemma 1.2.3 then implies that G/Z2
is a Lie group. By the universal property of quotient groups,27 there thus exists a unique group
homomorphism:

ψ : G/Z2 −→ H

such that:

ψ ◦ π = λ (2.2.14)

By Lemma 1.2.10, we have that ψ is a smooth surjective, and thus a surjective Lie group
homomorphism. It is also injective since kerπ = kerλ. The induced Lie algebra homomorphism is
thus an isomorphism by Lemma 2.2.18, so at all points g ∈ G the differential:

Dgψ = DeLψ(g) ◦Deψ

is an isomorphism as it is a composition of isomorphisms. It follows that ψ is a Lie group ho-
momorphism which is also a diffeomorphism, and thus a Lie group isomorphism, implying the
claim.

27Quotient groups have a similar universal property as algebras.
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Corollary 2.2.10. The Lie group homomorphisms:

λ : Pin(t, s) −→ O(t, s)
λ : Spin(t, s) −→ SO(t, s)

λ : Spin+(t, s) −→ SO+(t, s)

are open surjective submersions.

Proof. This follows from (2.2.14), as the composition of open submersions is an open submersion.

With this corollary, we can determine when Spin+(t, s) is a connected Lie group.
Proposition 2.2.10. If t ≥ 2 or s ≥ 2, then Spin+(t, s) is connected.

Proof. Recall that if f : X → Y is a continuous open surjective map between topological spaces,
and Y is connected, then X is connected if any two points x1, x2 ∈ X such that f(x1) = f(x2) lie
in a connected subset of X. Since every connected manifold is path connected, it suffices to show
that for any x ∈ Spin+(t, s) we can find a path connecting x to −x.

Suppose that t ≥ 2, and let x ∈ Spin+(t, s), and consider the curve:

γ(θ) =x(e1 cos(θ) + e2 sin(θ))(e1 cos(θ)− e2 sin(θ))

We see that this is indeed in Spin+(t, s) as:

η(e1 cos(θ) + e2 sin(θ), e1 cos(θ) + e2 sin(θ)) =− cos2(t)− sin2(t)
=− 1

and similarly for the second term. This curve is smooth, and connects x to −x as:

γ(0) =x
γ(π/2) =− x

Meanwhile, if s ≥ 2, the curve:

γ(θ) =x(et+1 cos(θ) + et+2 sin(θ))(et+1 cos(θ)− et+2 sin(θ))

lies in Spin+(t, s) by a similar argument, and satisfies:

γ(0) =− x
γ(π/2) =x

so Spin+(t, s) is connected.

Before ending with an explicit description of Spin+(1, 3), we wish to develop the spinor rep-
resentation of Spin+(t, s). Note that Spin+(t, s) ⊂ Cl0(t, s) ⊂ Cl0(t, s), and thus restriction of
the representation discussed in Corollary 2.2.5 and Proposition 2.2.3 to Spin+(t, s) yields an
induced representation of Spin+(t, s) on ∆s+t.
Definition 2.2.19. Let s+ t = n, we denote by:

κ : Spin+(t, s) −→ GL(∆n)

the spinor representation induced by the restriction of the even Clifford algebra Cl0(t, s)
Proposition 2.2.11. The spinor representation of Spin+(t, s) is compatible with Clifford multi-
plication in the following way:

κ(g)(x · ψ) = (λ(g) · x)(κ(g) · ψ)

for all g ∈ Spin+(t, s), x ∈ Rt,s and ψ ∈ ∆n. Here λ(g) · x is shorthand for ρSO+(λ(g)) · x, where
ρSO+ is the standard representation of SO+(t, s) on Rt,s.
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Proof. Let ρ denote the representation:

ρ : Cl(t, s) −→ ∆n

where n = s+ t. Then:

κ(g)(x · ψ) =ρ(g)ρ(x) · ψ
=ρ(gx)ρ(g−1g) · ψ
=ρ(gxg−1)ρ(g) · ψ
=(λ(g) · x)(κ(g) · ψ)

as desired.

As mentioned earlier, we now end with an explicit description of Spin+(1, 3). Specifically, as
this next example shows, Spin+(1, 3) can be identified with the Lie group SL2(C).
Example 2.2.6. Let SL2(C) denote the subset:

SL2(C) = {A ∈ GL2(C) : det(A) = 1}

Via similar methods in Example 1.2.2, one can show that this is a Lie group of real dimension
2 · 4 − 2 = 6, as the determinant maps to C2 which has real dimension 2, and Mat2×2(C) has
real dimension 2 · 4 = 8. We wish to show that SL2(C) is the double cover of SO+(1, 3) and thus
satisfies28:

SL2(C) ∼= Spin+(1, 3)

We write a vector v ∈ R1,3 as:

(t, x, y, z) 7−→X =
(
t+ z x− iy
x+ iy t− z

)
Note that this matrix lies in the four dimensional real vector space H2(C) of Hermitian 2 × 2
matrices29, which, as a real vector spaces, is spanned by the Pauli spin matrices, and the identity.
Indeed, this assignment f : Rt,s → H2(C) is equivalent to:

(x0, x1, x2, x3) −→ xµσµ = X

where σ0 = I2. This assignment is clearly injective, and linear, so it is an isomorphism of real
vector spaces by rank-nullity. We also note that:

−det(X) = −(t2 − z2 − x2 − y2) = −t2 + x2 + y2 + z2

so − det(X) = η(x, x), where η is the standard Minkowski inner product of signature (−+ ++).
Examine the following map:

F : SL2(C) × R1,3 −→ R1,3

(M,X) 7−→MXM†

where † denotes the conjugate transpose. Let:

M =
(
a b
c d

)
for a, b, c, d ∈ C. We want to show that F truly has image in R1,3. Note that:

MXM† = MxµσµM
† = xµMσµM

†

28In particular this follows from the fact that Spin+(1, 3) is the universal cover of SO+(1, 3), and that SL2(C) is
simply connected, but working out these details would take us too far afield. We do note however, that Spin+(t, s)
is not the universal cover for most combinations of t, and s.

29Those which satisfy H = H†
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so it suffices to check that each Pauli matrix gets mapped to a Hermitian matrix. We do this as
follows

Mσ0M
† =

(
a b
c d

)(
1 0
0 1

)(
ā b̄

c̄ d̄

)
=
(
|a|2 + |b|2 ac̄+ bd̄

āc+ b̄d |c|2 + |d|2
)
∈ H2(C)

Mσ1M
† =

(
a b
c d

)(
0 1
1 0

)(
ā b̄

c̄ d̄

)
=
(
āb+ ab̄ bc̄ad̄

dā+ cb̄ dc̄+ d̄c

)
∈ H2(C)

Mσ2M
† =

(
a b
c d

)(
0 −i
i 0

)(
ā b̄

c̄ d̄

)
=
(
i(āb− ab̄) i(bc̄− ad̄)
i(dā− cb̄) i(dc̄− d̄c)

)
∈ H2(C)

Mσ3M
† =

(
a b
c d

)(
1 0
0 −1

)(
ā b̄

c̄ d̄

)
=
(
|a|2 − |b|2 ac̄− bd̄
āc− b̄d |c|2 − |d|2

)
∈ H2(C)

It is easily seen that each matrix lies in H2(C) by taking the conjugate transpose, hence F is a
well defined map. Furthermore, we see that if M ∈ SL2(C) then:

−det
(
MXM†

)
= −det(M) det(X) det

(
M†
)

= −det(X)

so F preserves −det(X) = η(x, x). It then follows by a similar argument to Theorem 1.2.6, that
F induces a Lie group homomorphism:

φ : SL2(C) 7−→ O(1, 3)
M 7−→ ρ(M) = F (M, ·)

We want to show that the homomorphism actually has image in SO+(t, s), and to do this, we need
an inverse map H2(C)→ R1,3. We define an inner product on H2(C) by:

〈M,N〉 = 1
2 Tr(MN)

It is then easily verifiable that the Pauli spin matrices are orthonormal:

〈σµ, σν〉 = δµν

hence the map:

X −→ (〈X,σ0〉, . . . 〈X,σ3〉)

is easily seen to be the inverse of R1,3 → H2(C) as:

(x0, x1, x2, x3) 7−→ xµσµ 7−→ (x0, x1, x2, x3)

is the identity. We then see that

f−1(φ(M)(xµσµ)) =xµf−1(MσµM
†)

=xµ(〈MσµM
†, σ0〉, . . . 〈MσµM

†, σ3〉)

Since we prefer to think about column vectors when talking of linear transformation, this implies
that the matrix corresponding to φ(M) is given by:

φ(M) =


〈Mσ0M

†, σ0〉 〈Mσ1M
†, σ0〉 〈Mσ2M

†, σ0〉 〈Mσ3M
†, σ0〉

〈Mσ0M
†, σ1〉 〈Mσ2M

†, σ1〉 〈Mσ1M
†, σ0〉 〈Mσ3M

†, σ1〉
〈Mσ0M

†, σ2〉 〈Mσ2M
†, σ2〉 〈Mσ2M

†, σ2〉 〈Mσ3M
†, σ2〉

〈Mσ0M
†, σ3〉 〈Mσ2M

†, σ3〉 〈Mσ2M
†, σ3〉 〈Mσ3M

†, σ3〉


We easily see that:

〈Mσ0M
†, σ0〉 = 1

2(|a|2 + |b|2 + |c2|+ |d|2)
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so det(φ(M)11) > 0, hence φ(M) ∈ O+(t, s). Furthermore, under the assumption that M ∈
SL2(C), we obtain that if a 6= 0:

det(M) = 1 =⇒ a = 1 + bc

d

A lengthy calculation, if done by hand, then demonstrates that:

det(φ(M)) = 1

We can repeat this process for each entry in M , and obtain the same result, so since we can’t have
a = b = c = d = 0, φ has image in SO+(1, 3). One could also argue that since SL2(C) is simply
connected, that it’s image must be connected, hence φ takes image in SO+(1, 3).

Let M ∈ kerφ, then for all x ∈ R1,3 we have that:

MXM† = X

If x = (t, 0, 0, 0), this implies that:

MM† = I2

so M ∈ kerφ implies that M is unitary. In particular, we have that:

MX = XM

for all X ∈ H2(C). Examining this relationship on the Pauli spin matrices σ1 and σ3 gives us:(
b a
d c

)
=
(
c d
a b

)
(
a −b
c −d

)
=
(
a b
−c −d

)
The second condition implies that c = d = 0, while the first condition implies that a = d. Since
det(M) = 1, we conclude that M = ±I2, thus kerφ = {±I2} ∼= Z2.

It follows from our work in Lemma 2.2.18 that φ∗ is an injective Lie algebra homomorphism,
so since dimR SL2(C) = dimR SO

+(1, 3) we have that φ∗ is an isomorphism. In particular, φ∗ is
surjective, so by Proposition 1.2.9, φ is a surjection onto an open neighborhood of the identity of
SO+(1, 3). However, SO+(1, 3) is connected, and an open neighborhood of the identity generates
the connected component of the identity30, so φ is surjective as it is a group homomorphism. It
follows that:

Spin+(1, 3) ∼= SL2(C)

In particular, we have that:

SL2(C)/Z2 ∼= SO+(1, 3)

by Proposition 2.2.7

2.2.6 The Dirac Form
Definition 2.2.20. Let ∆n be the complex vector space with the spinor representation of Cl(t, s),
where n = s+ t. We fix a constant δ = ±1, and call a nondegenerate R-bilinear form:

〈·, ·〉 : ∆n × ∆n → C

a Dirac form if it satisfies the following conditions:
a) 〈v · ψ, φ〉 = δ〈ψ, v · φ〉 for all v ∈ Rt,s, and all ψ, φ ∈ ∆n.
b) 〈ψ, φ〉 = 〈φ, ψ〉 for all ψ, φ ∈ ∆n.
c) 〈ψ, cφ〉 = c〈ψ, φ〉 = 〈c̄ψ, φ〉 for all ψ, φ ∈ ∆n and all c ∈ C.

30This is not difficult to see, just show that the subgroup generated by U is both open and closed.
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Note that we do not assume that 〈·, ·〉 is positive definite.
Lemma 2.2.20. Let {χi} be a complex basis for ∆n, and define the matrix A by:

Aij = 〈χi, χj〉

If we write the column vectors as ψ, φ ∈ ∆n, as φ = φiχi, and ψi = χi, then:

〈ψ, φ〉 = ψ†Aφ

Furthermore, if γa are the mathematical gamma matrices for the representation of Cl(t, s) on ∆n,
then a) and b) are equivalent to:
i) γ†a = δAγaA

−1 for all a = 1, . . . , s+ t.
ii) A† = A.

Proof. We see that by property c) in Definition 2.2.20:

〈ψiχi, φjχj〉 =ψ̄iφj〈χi, χj〉
=ψ̄iφjAij (2.2.15)

We see that:

A =

〈χ1, χ1〉 · · · 〈χ1, χn〉
... . . . ...

〈χn, χ1〉 · · · 〈χn, χn〉


It follows that sum in (2.2.15) is equivalent to:

〈ψ, φ〉 = ψ†Aφ

To prove i) note that:

〈ea · ψ, φ〉 =〈γa · ψ, φ〉
=(γa · ψ)†Aφ
=ψ† · γ†aAφ

Property a) in Definition 2.2.20 then implies that for all ψ, φ ∈ ∆n:

ψ†(γ†aA)φ = δψ†(Aγa)φ

Since this holds for all ψ, φ, we can choose basis elements for ψ, φ and pick out the components of
the matrices (γ†aA) and δ(Aγa), implying that:

γ†aA = δAγa

Since 〈·, ·〉 is nondegenerate, it follows that A is invertible, hence:

γ†a = δAγaA
−1

Finally, to prove ii) we see that by condition b) of Definition 2.2.20:

Aij = Āji

implying that:

A = A†

as the ijth component of A† is precisely Āji.

Lemma 2.2.21. Every Dirac form is invariant under the action of Spin+(t, s).
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Proof. Let 〈·, ·〉 be a Dirac from. Then condition a) of Definition 2.2.20 implies that:

〈v · ψ, v · ψ〉 =δ〈ψ, (v · v)ψ〉

It follows that for an element v1 · · · v2r ∈ Spin+(t, s) that:

〈v1 · · · v2r · ψ, v1 · · · v2r · ψ〉 =δ2r〈ψ, v2r · · · v1 · v1 · · · v2r · ψ〉
=〈ψ, φ〉

as (v1 · · · v2r)t is the inverse of v1 · · · v2r.

Definition 2.2.21. A complex representation of Cl(t, s) is called basis unitary if all of the
gamma matrices are unitary.
Corollary 2.2.11. Every complex representation of Cl(t, s) admits a basis unitary representation.

Proof. Let Cl(t, s) be the spinor representation on ∆n equipped with the standard Hermitian inner
product

〈ψ, φ〉 = ψ†φ

Let {ei} be an orthonormal basis for Rt,s and examine the subgroup of Cl×(t, s) generated by
{e1, . . . , es+t}. It follows that this subgroup is closed and compact, as it has 2n elements, and is
thus a compact Lie subgroup of Cl×(t, s). The claim then follows from an extension of Theorem
1.2.5. In particular, the new Hermitian inner product is given by:

〈ψ, φ〉′ =
∑
g∈G
〈ρ(g)ψ, ρ(g)φ〉

where G is the subgroup generated by {e1, . . . , et+s}. With this new Hermitian inner product, the
gamma matrices are clearly basis unitary.

Proposition 2.2.12. For any basis unitary representation of Cl(t, s), there exists a Dirac form
given by the matrix:

A = εΓ1 · · ·Γt

where δ = (−1)t+1, and ε ∈ C satisfies:

ε̄ = (−1)t(t+1)/2ε

There also exists a Dirac form:

A = εΓt+1 · · ·Γt+s

where δ = (−1)s and ε ∈ C satisfies:

ε̄ = (−1)s(s−1)/2ε

Proof. We prove the first statement, as the second follows from the same argument. First note
that since Γa = −iγa that the physical gamma matrices must satisfy:

Γ†a =(−iγa)†

=iγ†a
=iδAγaA−1

=δAΓaA−1

We also see that:

Γ−1
a = ηaaΓa
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Furthermore, since γa is unitary, it follows that −iγa is unitary, so Γa is unitary. This implies that

Γ†a = ηaaΓa

If t+ 1 ≤ a ≤ s+ t, then:

ΓaA =(−1)tAΓa
=− (−t)t+1AΓa
=− δAγa

Applying A−1 to both sides on the right we obtain:

Γa = −δAΓaA−1

Since ηaa = 1, we have that Γa = Γ†a, so:

Γ†a = −δAΓaA−1

IF 1 ≤ a ≤ t, then:

AΓa =εΓaΓ1 · · ·Γt
=(−1)1−aεΓ1 · · ·ΓaΓa · · ·Γt
=(−1)1−a+t−aAΓa
=(−1)t+1AΓa
=δAΓa

It follows that Γa = −Γ†, so:

−AΓ†a =δAΓa
⇒ Γ†a =− δAΓaA−1

Furthermore:

A = εΓ1 · · ·Γt

while:

A† =(−1)t(t+1)/2εΓ†t · · ·Γ
†
1

=(−1)t(t+1)/2(−1)tεΓt · · ·Γ1

=(−1)t(t+1)/2(−1)t(−1)t(t−1)/2εΓ1 · · ·Γt
=(−1)t

2+tεΓ1 · · ·Γt
=A

so A is unitary. It follows that the nondegenerate inner product defined by:

〈ψ, φ〉 = ψ†Aφ

defines a Dirac form as desired.

Given the Dirac form 〈·, ·〉, a spinor ψ, we want to construct ‘dual spinors’ ω which satisfy:

ω(φ) = 〈ψ, φ〉

for all φ ∈ ∆n. This is however easy, as any Dirac form can be viewed as an element of ∆̄∗ ⊗∆,
so we are essentially performing a contraction in the first entry.
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Definition 2.2.22. Let 〈·, ·〉 be a Dirac form, and ψ ∈ ∆n a spinor. The Dirac Conjugate of
ψ, denoted ψ̄ is the complex linear map:

ψ̄ : ∆ −→ C
φ 7−→ 〈ψ, φ〉

In other words ψ̄ is the contraction of the Dirac form in the first entry::

ψ̄ = 〈ψ, ·〉 ∈ ∆∗

We see that given a basis {χi} for ∆n, and the matrix A corresponding to the Dirac form, that ψ̄
is given by:

ψ̄ = ψ†A

We also employ the following notation:

〈ψ, φ〉 = ψ̄φ

We end with the following example:
Example 2.2.7. Recall from Example 2.2.5 that the spinor representation of Cl(1, 3) on C4 was
given by the mathematical gamma matrices:

γ0 =
(

0 −I2
−I2 0

)
γi =

(
0 −σi
σi 0

)
The physical Gamma matrices are then given by:

Γ0 =
(

0 iI2
iI2 0

)
Γi =

(
0 iσi
−iσi 0

)
We see that this representation is basis unitary as:

Γ0Γ†0 =
(

0 iI2
iI2 0

)(
0 −iI2
−iI2 0

)
=
(
I2 0
0 I2

)
ΓiΓ†i =

(
0 iσi
−iσi 0

)(
0 iσ†i
−iσ†i 0

)
=
(
σiσ
†
i 0

0 σiσ
†
i

)
Each Pauli spin matrix is Hermitian, so σi = σ†i , and each satisfies σ2

i = I2, hence ΓiΓ†i = I4. The
physical chirality element is given by:

Γ5 =− i3Γ0Γ1Γ2Γ3

=
(
−I2 0

0 I2

)
implying that first two components of any spinor are right handed Weyl spinors, and the second
two components are left handed Weyl spinors. We can thus decompose any ψ into:

ψ = ψR + ψL

Furthermore, we could define the Dirac form as:

A = εΓ0
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however, this would give us δ = (−1)1+1 = 1, and for reasons which will be clear in chapter 3 we
do not want this. Indeed, if δ = 1, it is easy to see that the Dirac equation found in Theorem
3.1.13 demands trivial spinor fields. Instead, we define A by:

A =± iΓ1Γ2Γ3

=
(

0 ∓iI
±iI 0

)
It follows that for ψ = ψR + ψL:

ψ̄ =(ψ†R, ψ
†
L)
(

0 ∓iI
±iI 0

)
=(±iψ†L,∓iψ

†
R)

so:

ψ̄ψ = ±iψ†LψR ∓ iψ
†
RψL

Note that the Dirac form is not positive definite. Indeed, both right handed and left handed spinors
are null.

2.2.7 Spinor Bundles
Recall that given a smooth manifold M an orientation on M was a pointwise orientation for each
tangent such that such that for all p ∈ M there existed a smooth local frame which agreed with
the pointwise orientation. Equivalently, M could be covered by coordinate charts such that the
Jacobian of each transition function was positive. Note that this implies that the frame bundle
of M can be reduced to a principal GL+

n (R) ⊂ GLn(R) bundle, where GL+
n (R) is the subgroup

consisting invertible linear transformations with positive determinants. Furthermore, recall that
if (M, g) is a pseudo-Riemannian manifold, then the frame bundle can be reduced to a principal
O(t, s) bundle, as every neighborhood admits an orthonormal frame. With this in mind we turn
to the following definition:

Definition 2.2.23. Let (M, g) be a pseudo-Riemannian manifold, then:
a) (M, g) is called orientable if the frame bundle can be reduced to a principal SO(t, s) bundle

under the embedding SO(t, s) ↪→ O(t, s).
b) (M, g) is called time orientable if the frame bundle can be reduced to a principal O+(t, s)

bundle under the embedding O+(t, s) ↪→ O(t, s).
c) (M, g) is called orientable and time orientable if the frame bundle can be reduced to a

principal SO+(t, s) bundle under the embedding SO+(t, s) ↪→ O(t, s).
We call (M, g) oriented, time oriented, or oriented and time oriented once a choice of

reduction has been made.
Equivalently, in the Lorentzian signature (1, n− 1) case, we have that a Lorentzian manifold is

time orientable if there exists a nowhere vanishing time like vector field.
Suppose that M is oriented, and time oriented, we denote by SO+(M) the the SO+(t, s) frame

bundle:

πSO+ : SO+(t, s) −→M

Definition 2.2.24. A spin structure on a pseudo-Riemannian manifold (M, g) is a Spin + (t, s)
principal bundle:

πSpin+ : Spin+(M) −→M

with a double covering:

Λ : Spin+(M) −→ SO+(M)

such that the following diagram commutes:
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Spin+(M) × Spin+(t, s)

SO+(M) × SO+(t, s)

M

Spin+(M)

SO+(M)

Λ × λ Λ

πSpin+

πSO+

where λ is the Lie group homomorphism Spin+(t, s), and the horizontal arrows denote the group
action on each principal bundle.

Note that a spin structure on M is a equivalent to λ-equivariant bundle homomorphism Λ :
Spin+(M)→ SO+(M), and thus a λ-reduction of SO+(M).
Definition 2.2.25. Two spin structures Λ : Spin+(M)→ SO+(M), Λ′ : Spin+(M)′ → SO+(M),
are called isomorphic if there exists Spin+(t, s) equivariant bundle isomorphism:

F : Spin+(M) −→ Spin+(M)′

such that:

Λ = Λ′ ◦ F

We note that the existence of spin structure on a pseudo Riemannian manifold is not guaranteed.
There are obvious obstructions, such as the orientability and time orientability of (M, g), however,
there are in fact deeper topological restrictions to the existence of a spin structure. Indeed the
existence of a spin structure is intimately related to characteristic classes of vector bundles. In
particular the vanishing of the second Stiefel-Whitney class of TM is a necessary and sufficient
condition for SO+(M) to admit a spin structure. One can also show that the first vanishing of
the first Stiefel-Whitney class of M is a necessary and sufficient condition for M to be orientable,
so a spin structure can be thought of as a generalized orientability condition on M . Moreover,
spin structures are in general not unique, but instead are related to the cohomology group of M .
To the interested reader, we recommend Milnor’s Characteristic Classes for an in depth treatment
of Stiefel-Whitney classes, and Michelsohn and Lawson’s Spin Geometry for a treatment of spin
structures in the Riemannian case.

Note that every principal bundle over Rt,s is trivial, and that Rt,s is trivially a orientable and
time orientable manifold. It follows that SO+(Rt,s) admits a spin structure:

Spin+(Rt,s) = Rt,s × Spin+(t, s)

where the map Λ is given by IdRt,s × λ, as:

SO+(Rt,s) = Rt,s × SO+(t, s)

Going forward we assume that (M, g) is oriented, time oriented, and that SO+(M) admits a spin
structure.
Definition 2.2.26. A local section e = (e1, · · · , en) of SO+(M) is a veilbein, and corresponds
to an oriented, and time oriented orthonormal frame of TM
Lemma 2.2.22. Suppose we have chosen a spin structure on (M, g), then for every veilbein on
a contractible open set of U ⊂ M there exist precisely two local sections ε± of Spin+(t, s) over U
such that Λ ◦ ε± = e.

Proof. Note that the e is an injective immersion, and that πSO+ restricted to im e is a continuous
inverse of e : U → im e, so e is an embedding. It follows that im e is an embedded submanifold of
SO+(M), and thus contractible. The restriction of the double covering:

Λ|Λ−1(im e) : Λ−1(im e) −→ im e

is then a trivial two sheeted covering of im e which admits precisely two sections. Denote these
sections by s±. It follows that:

ε± = s± ◦ e

are sections of Spin+(M) satisfying Λ ◦ ε± = e.
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Definition 2.2.27. Let Spin+(M)→M be a spin structure on an n dimensional pseudo Rieman-
nian spin manifold M and:

κ : Spin+(t, s) −→ GL(∆n)

the spinor representation. The Dirac spinor bundle is then the associated complex vector bundle:

S = Spin+(M) ×κ ∆n

over M . Sections of this bundle are called spinor fields or spinors.
Proposition 2.2.13. Let S →M be a Dirac spinor bundle associated to a spin structure Spin+(M)→
M of an n dimensional pseudo Riemannian manifold M . Then the following hold:
a) There exists a well defined bilinear Clifford multiplication:

TM × S −→ S

(X,Ψ) 7−→ X ·Ψ

on the level bundles, which restricts to a bilinear map TxM × Sx → Sx for all x ∈M . This
map also induces well-defined Clifford multiplication of forms with spinors.

b) If n is even, then S splits into a direct sum of Weyl Spinor Bundles S = S+⊕S− defined
by:

S± = Spin+(M) ×κ ∆±n

Proof. We begin with a). Recall that if ρSO+ is the standard representation of SO+(t, s) on Rt,s
then the tangent bundle of M is given by:

TM = SO+(M) ×ρSO+ Rt,s

We can then define the map:

(SO+(M) ×ρSO+ Rt,s) × (Spin+(M) ×κ ∆n) −→ Spin+(M) ×κ ∆n

([Λ(p), v], [p, ψ]) 7−→ [p, v · ψ]

where p ∈ Spin+(M), v ∈ Rt,s, and ψ ∈ ∆n. Note that since p ∈ Spin+(M) we have that
Λ(p) ∈ SO+(M), and both lie in a fibre over πSpin+(p). To see that this map is well defined, let
g ∈ Spin+(t, s), and q = p · g, and φ = κ(g)−1 · ψ, then:

[q, φ] = [p · g, κ(g)−1 · ψ] = [p, ψ]

Furthermore, we have that Λ(p · g) = Λ(p) · λ(g), so if w = ρSO+(λ(g))−1 · v, we have that:

[Λ(q), w] = [Λ(p) · λ(g), ρSO+(λ(g)−1) · v] = [Λ(p), v]

Hence by Proposition 2.2.11:

[Λ(q), w] · [q, φ] =[p, w · φ]
=[p · g, (ρSO+(λ(g)−1) · v)(κ(g)−1 · ψ)]
=[p · g, κ(g)−1(v · ψ)]
=[p, v · ψ]

so the map is well defined. By examining local sections, it is easy to see that this map is smooth,
and moreover when restricting the map to the fibre TxM × Sx for x ∈ M it is clear we obtain a
bilinear map between vector spaces, implying the claim.

Note that there is an induced representation ρ′SO+ of SO+(t, s) on Λk(Rt,s) given by:

ρ′SO+(g) ·
∑
i1···ik

(vi1 ∧ · · · ∧ vik) =
∑
i1···ik

(ρSO+(g) · vi1) ∧ · · · ∧ (ρSO+(g) · vik)



2.2. SPINORS 212

One can then easily show that:

Λk(TM) = SO+(M) ×ρ′
SO+

Λk(t, s)

and the same argument demonstrates that the map:

(SO+(M) ×ρ′
SO+

Λk(Rt,s)) × (Spin+(M) ×κ ∆n) −→ Spin+(M) ×κ ∆n

([Λ(p), ω], [p, ψ]) 7−→ [p, ω · ψ]

is well defined; here ω ·ψ is given by Definition 2.2.14, Furthermore, the metric g induces a canon-
ical bundle isomorphism F : Λk(T ∗M)→ Λk(TM), so we can define the Clifford multiplication of
differential k forms, by composing Clifford multiplication with the isomorphism F .

To prove b) recall that M is orientable, in particular M admits a nowhere vanishing volume
form given in any orthonormal frame by:

dvolg = e1 ∧ · · · ∧ en

Under the isomorphism Λn(T ∗M)→ Λn(TM) induced by g, we obtain a nowhere vanishing element
α of Λn(TM) which in any orthonormal frame is given by:

α = e1 ∧ · · · ∧ en

Define ξ ∈ Λn(TM)⊗ C by:

ξ = −in2 +tα

It follows that for any spinor Ψ = [p, ψ] ∈ S, and any orthonormal basis {ei} for Rt,s:

ξx ·Ψ =[Λ(p),−in/2+te1 ∧ · · · ∧ en] · [p, ψ]
=[p,−in/2+t(e1 ∧ · · · ∧ en) · ψ]
=[p, ω · ψ]

where ω is the chirality element. With this in mind, we can think of the action of ξ on S as the
action of the chirality element on the Spinor bundle. Since ξ is well defined, i.e. independent of
our orthonormal frame, and nowhere vanishing it follows that the map:

ω : S −→ S

Ψ 7−→ ξ ·Ψ

is a well defined global bundle automorphism, that satisfies ω2 = IdS . The following bundle map:

F : S −→ S+ ⊕ S−

[p, ψ] 7−→ ([p, ψR], [p, ψL])

is then a well defined global bundle isomorphism, since every Ψ ∈ S can be decomposed into the
±Id eigenspaces of ω : S → S. In particular, we have that:

S± = ker(ω ∓ Ids)

which are smooth subbundles of S as the kernel of ω ∓ Ids has constant rank.

As Dirac spinor bundles are in essence vector bundles, we can construct bundle metrics on
them. In particular we are interested in a specific class of bundle metrics defined below:
Definition 2.2.28. A Dirac bundle metric is a bundle metric 〈·, ·〉S on the associated complex
vector bundle Spin+(M) ×κ ∆n satisfying the following properties:
a) 〈X ·Ψ,Φ〉Sx = δ〈Ψ, X · Φ〉Sx for all X ∈ TxM , and all Ψ,Φ ∈ Sx.
b) 〈Ψ,Φ〉Sx = 〈φ, ψ〉Sx for all Ψ,Φ ∈ Sx.
c) 〈Ψ, cΦ〉Sx = c〈Ψ,Φ〉Sx = 〈c̄Ψ,Φ〉Sx for all Ψ,Φ ∈ Sx and all c ∈ C.
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Note that since bundle metrics are C∞(M) bilinear, similar conditions follow for vector fields,
spinor fields, and complex valued functions on M

From Lemma 2.2.21 and Proposition 2.1.13 we have the following corollary:
Corollary 2.2.12. Let M be an oriented and time oriented pseudo Riemannian manifold with
spin structure Spin+(M). Then, S = Spin+(M) ×κ ∆n admits a Dirac bundle metric.

Proof. Choose a basis unitary representation of Cl(t, s) on ∆n, then there exists a Dirac form by
Proposition 2.2.12. By Lemma 2.2.21 the Dirac form is invariant under the action of Spin(t, s),
so the claim follows by Proposition 2.2.13.

As mentioned earlier, given two vector bundles E and F over M , we can define a new vector
bundle E ⊗ F , where the fibres are given by the tensor product Ex ⊗ Fx. We are interested in the
following specific case of this construction:
Definition 2.2.29. Let M an oriented and time oriented pseudo Riemannian manifold with spin
structure Spin+(M), π : P → M be a principal bundle with structure group G, and E = P ×ρ V
be a complex vector bundle associated to the complex representation ρ : G→ GL(V ). The vector
bundle:

S ⊗ E

is called the twisted spinor bundle or gauge multiplet spinor bundle.
We want to show that the twisted spinor bundle is a vector bundle associated to a principal

Spin+(t, s) × G bundle. However, it should be clear that Spin+(M) × P does not fit the bill.
Instead we need the following construction:
Definition 2.2.30. The fibre product of Spin+(M) and π : P →M is the disjoint union:

Spin+(M) ×M P =
∐
x∈M

π−1
Spin+(x) × π−1(x)

Equivalently the fibre product is the set:

Spin+(M) ×M P ={(p, q) ∈ Spin+(M) × P : πSpin+(p) = π(q)}

Proposition 2.2.14. The fibre product of Spin+(M) and P has the structure of a principal
Spin+(t, s) ×G principal bundle.

Proof. The disjoint union:

Spin+(M) ×M P =
∐
x∈M

π−1
Spin+(x) × π−1(x)

comes equipped with a natural projection map π× : Spin+(M) ×M P →M . We want to construct
a smoothly compatible fibre bundle atlas. Let {Ui}i be and open cover of M such that each Ui
is contained in a coordinate chart. It follows that each Ui is contractible and diffeomorphic to an
open set of Rn, and thus Spin+(M)Ui and PUi are trivial, hence we have principal bundle atlases
{Ui, φi} and {Ui, ψi} for Spin+(M) and P respectively. Define charts by:

φi ×M ψi : π−1
× (Ui) −→ Ui × (Spin+(t, s) ×G)

(p, q) 7−→ (π(q), πSpin+(t,s) ◦ φi(p), πG ◦ ψi(q))

where πSpin+(t,s) and πG are the projections onto Spin+(t, s) and G in their respective trivializa-
tions. This map has an inverse given by:

(φi ×M ψi)−1 : Ui × (Spin+(M) ×G) −→ π−1
× (Ui)

(x, s, g) 7−→ (φ−1
i (x, s), ψ−1

i (x, g))

It should be clear that these are indeed inverses of another from the fact that π(q) = πSpin+(p),
and that φ−1

i and ψ−1
i are smooth inverses of φi and ψi. It is also easy to see that the transition
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functions are smooth, as they are smooth in each component. From Theorem 2.1.1 it follows
that Spin+(M) ×M P is a fibre bundle over M . In particular, we obtain a smooth right action of
Spin+(t, s) ×G on Spin+(M) ×M P given by:

Φ : (Spin+(M) ×M P ) × (Spin+(t, s) ×G) 7−→ Spin+(M) ×M P

((p, q), (s, g)) 7−→ (p, q) · (s, g) = (p · s, q · g)

Since the separate actions of Spin+(t, s) and G on Spin+(M) and P are free and transitive on the
respective fibres, it follows that this action is free and transitive on the fibres of Spin+(M) ×M P
as:

(Spin+(M) ×M P )x = π−1
Spin+(x) × π−1(x)

by construction. Moreover, since the separate actions preserve the fibres, we have that this action
preserves the fibres of Spin+(M) ×M P , again by construction. By Proposition 2.1.5, we have
that Spin+(M) ×M P is a principal bundle with structure group Spin+(t, s) ×G.

Corollary 2.2.13. Let πSpin+(p) = π(q), then T(p,q)(Spin+(M) ×M P ) ⊂ TpSpin+(M) × TqP is
the subspace defined by:

W = {(Xp, Yq) ∈ TpSpin+(M) × TqP : πSpin+∗Xp = π∗Yq}

Proof. Let Z ∈ T(p,q)(Spin+(M)×M P ), be the tangent vector to a curve γ : I → Spin+(M)×M P ,
such that γ(0) = (p, q) and γ̇(0) = Z. It follows that γ can be written as:

γ(t) = (γSpin+(t), γP (t))

where γSpin+(0) = p, γP (0) = q and for all t ∈ I:

πSpin+(γSpin+(t)) = π(γP (t))

If γ̇Spin+(0) = Xp and γ̇P (0) = Yq, then Z = (Xp, Yq) ∈ TpSpin+(M) × TqP , such that:

πSpin+∗Xp = π∗Yq

therefore:

T(p,q)(Spin+(M) ×M P ) ⊂W

We note that the dimension of T(p,q)(Spin+(M) ×M P ) is dimM + dim Spin(t, s) + dimG, while
dimension of TpSpin+(M) × TqP is dimM + dimT(p,q)(Spin+(M) ×M P ). Via a principal bundle
chart, we can construct an isomorphism:

TpSpin+(M) × TqP ∼= TxM ⊕ TpSpin+(M)x ⊕ TxM ⊕ TqPx

Let W ′ ∼= W be the image of W under this isomorphism. The condition that πSpin+(M)∗Xp = π∗Yq
will force that W ′ is the vector subspace consisting of vectors where the TxM components are the
same. We can thus construct an isomorphism:

W ′ ∼= TxM ⊕ TpSpin+(M)x ⊕ TqPx

implying that W ′, and thus W , has the same dimension as T(p,q)(Spin+(M)×M P ). It follows that
W = T(p,q)(Spin+(M) ×M P ).

We can now show the following
Proposition 2.2.15. The twisted spinor bundle S⊗E is a vector bundle associated to the principal
bundle Spin+(M) ×M P .

Proof. Consider the representation κ⊗ ρ of Spin+(t, s) ×G on ∆n⊗V given on simple tensors by:

κ⊗ ρ(s, g)(ψ ⊗ v) = κ(s)ψ ⊗ ρ(g)v
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It should be clear that this a representation, as it is a smooth map, and and homomorphism, and
thus a Lie group homomorphism:

Spin+(t, s) ×G −→ GL(∆n ⊗ V )

Let E be the associated vector bundle:

E = (Spin+(M) ×M P ) ×κ⊗ρ (∆n ⊗ V )

and define the smooth map given on simple tensors by:

F : E −→ S ⊗ E
[(p, q), ψ ⊗ v] 7−→ [p, ψ]⊗ [q, φ]

We check that this map is well defined, first note that for any (s, g) ∈ Spin+(t, s) × G, we have
that:

[(p, q) · (s, g), κ⊗ ρ(s, g)−1ψ ⊗ v] =[(p · s, q · g), κ⊗ ρ(s−1, g−1)ψ ⊗ v]
=[(p · s, q · g), κ(s)−1ψ ⊗ ρ(g)−1v]

Hence:

F ([(p, q) · (s, g), κ⊗ ρ(s, g)−1ψ ⊗ v]) =[p · s, κ(s)−1ψ]⊗ [q · g, ρ(g)−1v]
=[p, ψ]⊗ [q, φ]

It is also clear that this satisfies:

πS⊗E ◦ F = π×

as p and q both project down to the same x ∈ M . The restriction of F to the fibre Ex is clearly
linear and surjective as for any: ∑

i

[p, ψi]⊗ [q, vi] ∈ (S ⊗ E)x

we have that:

a =
[

(p, q),
∑
i

ψi ⊗ vi

]
satisfies :

Fx(a) =
∑
i

[p, ψi]⊗ [q, vi]

Since dimC Ex = dimC(S ⊕ E)x, we have that Fx is a linear isomorphism for all x ∈ M , and thus
a vector bundle isomorphism.

Proposition 2.2.16. Let dimC V = r, and {τi} be a local frame for EU . Then any Ψ ∈ Γ(S ⊗E)
can be written locally as:

Ψ|U =
r∑
i=1

Ψi ⊗ τi

where ψi are local sections of S. Equivalently:

Ψ = [ε× s, ψ]

where ε and s are local sections of Spin+(M) and P , and ψ is the multiplet:

ψ =

ψ1
...
ψr

 : U → ∆n ⊗ Cr

Here each ψi is a smooth map U → ∆n.
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Proof. Let Ψ be a spinor field, then for all x ∈ U , we have that Ψx ∈ Sx⊗Ex. Any tensor product
can be decomposed into a sum of simple tensors, so:

Ψx =
∑
j

Ψj ⊗ vj

for some Ψj ∈ Sx and vj ∈ Ex. Since {τi} is a local frame, it follows that τix forms a basis for Ex,
hence we can write this as:

Ψx =
r∑
i=1

Ψi ⊗ τix (2.2.16)

where we have absorbed the coefficients of each vj into new elements ψi ∈ Sx. Doing this for all
x ∈ U we obtain maps Ψi : U → SU , which must be smooth as each τix is smooth and linearly
independent, and Ψ|U is smooth. It follows that:

Ψ|U =
r∑
i=1

Ψi ⊗ τi

To proceed with the second part of the proof we note that for local sections ε : U → Spin+(M)U ,
and s : U → PU , the smooth map:

ε×M s : U −→ Spin+(M) ×M P

x 7−→ (ε(x), s(x))

is a local section of (Spin+(M) ×M P )U . It then follows that for smooth maps ψ : U → ∆n and
φ : U → V the smooth map:

Ψ|U : U 7−→ (S ⊗ E)U
x 7−→ [ε×M s(x), ψ(x)⊗ φ(x)]

Let the local frame τi be given by:

τi = [s, vi]

where {vi} forms a basis for V . Representing each vi as the column vector with a 1 in the ith
column, and 0’s in the rest, we can represent any smooth map:

ψ : U → ∆n ⊗ E

can be written as:

ψ =
∑
i

ψi ⊗ vi =

ψ1
...
ψr


where each ψi is a smooth map U → ∆n. Suppose that each ψi satisfies:

[ε, ψi] = Ψi

where Ψi are the maps defined in (2.2.16). We then have that:

[ε× s, ψ] =
r∑
i

[ε× s, ψi ⊗ vi]

Under the isomorphism F : E → S ⊗ E we obtain:

F ([ε× s, ψ]) =
∑
i

[ε, ψi]⊗ [s, vi]

=
r∑
i

ψi ⊗ τi

so the two constructions are equivalent.



2.2. SPINORS 217

2.2.8 The Spin Covariant Derivative and the Dirac Operator
Definition 2.2.31. Let (M, g) be a pseudo Riemannian manifold, then the Levi-Civita connec-
tion is the unique covariant derivative on the tangent bundle TM which is torsion free, i.e.

∇XY −∇YX = [X,Y ]

for all X,Y, Z ∈ X(M), and metric compatible:

∇g = 0

We will prove the existence and uniqueness of the Levi-Civita connection in a later chapter,
with the use of a soldering form, and a connection on SO+(M). We will also prove the more
standard method found in most textbooks on Riemannian geometry.Furthermore, note that the
covariant derivative of a (0, 2) tensor field ξ is defined implicitly by:

(∇Xξ)(Y, Z) = ∇X(ξ(Y,Z))− ξ(∇XY,Z)− ξ(Y,∇XZ)

Since ∇X(ξ(X,Y )) = LX(ξ(Y,Z)), we see that the metric compatible condition is given by:

LX(g(Y,Z)) = g(∇XY,Z) + g(Y,∇XZ)

which is exactly equivalent to Proposition 2.1.23. To give away the plot a bit, one can use the
metric compatible condition, and the torsion free condition to demonstrate that the Levi-Civita
connection is uniquely determined by the Koszul formula:

2g(∇XY,Z) =LXg(Y,Z) + LY g(Z,X)−LZg(X,Y )
+ g([X,Y ], Z)− g([Y, Z], X) + g([Z,X], Y ) (2.2.17)

Using this, one can also show that ∇ satisfies the properties of a covariant derivative, a result we
will explicitly demonstrate in chapter 3.2.
Proposition 2.2.17. In any local orthonormal frame {ei} for TMU the Levi Civita connection
satisfies:

∇ea = ξabη
bc ⊗ ec

where ξab are one forms that satisfy:

ξab = −ξba

and the components of η are the components of the standard metric tensor on Rt,s.

Proof. Note that ∇ is a map X(M)→ Ω1(M,TM). It follows that locally, we can write:

∇ea = ξca ⊗ ec

where ξca are one forms on U . Note that:

g(ea, eb) = ηab

is constant on U since ea and eb are orthonormal. The metric compatible condition then states
that for any arbitrary X ∈ X(M):

g(∇Xea, eb) = −g(ea,∇Xeb)

We see that:

g(∇Xea, eb) = g(ξca(X)ec, eb) = ηcbξ
c
a(X)

while:

g(ea,∇Xeb) = ηadξ
d
b (X)
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It follows that:

ηcbξ
c
a(X) = −ηadξdb (X)

Define one forms by:

ξab = ξcaηcb and ξba = ξdb ηda

we then obtain that:

ξab = −ξba

Furthermore, we see that:

ξabη
bc ⊗ ec =ηdbξdaηbc ⊗ ec

=δcdξda ⊗ ec
=ξca ⊗ ec

so the Levi-Civita connection can be written as:

∇ea = ξca ⊗ ec = ξabη
bc ⊗ ec

where ξab is antisymmetric in the indices a and b, as desired.

We now want to show that these one forms are uniquely determined in any local orthonormal
frame.
Definition 2.2.32. The anaholonomy coefficients of a local orthonormal frame are defined by:

[ea, eb] = Ωcabec

Proposition 2.2.18. In a local orthonormal frame the one forms ξab are uniquely determined by
the formula:

ξab(ec) = 1
2 (Ωcab − Ωabc + Ωbca)

where Ωabc = Ωdabηdc.

Proof. This is follows from the Koszul equation; we have that:

g(∇ecea, eb) =ξad(ec)ηdfg(ef , eb)
=ξad(ec)ηdfηfb
=ξad(ec)δdb
=ξab(ec)

Furthermore, since {ei} is a local orthonormal frame we have that:

Lecg(ea, eb) =Leag(eb, ec) = Leb(ec, ea) = 0

as the inner product is constant. Now note that:

g([ec, ea], eb) = g(Ωdcaed, eb) = Ωdcaηdb = Ωcab

It those follows from (2.2.17) that:

2ξab(ec) = Ωcab − Ωabc + Ωbca

implying the claim.

As mentioned earlier, in chapter 3 we will demonstrate the existence and uniqueness of a
connection one form on SO+(M) which corresponds to the Levi-Civita connection. For now, we
show the following converse:
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Proposition 2.2.19. The Levi-Civita connection induces a unique connection one form ASO+ ∈
Ω1(SO+(M), so+(t, s)).

Proof. Note that the tangent bundle TM is the associated bundle:

TM = SO+(M) ×ρ Rn

where ρ is the standard representation of SO+(t, s) on Rt,s. Since ρ is the standard representation
of SO+(t, s), it follows that the induced representation ρ∗ of so+(t, s) on Rt,s is given by:

ρ∗(X)v = Xv

where X is any matrix satisfying:

XT η + ηX = 0 (2.2.18)

Let {ei} be an local oriented and time oriented orthonormal frame for an open neighborhood U of
x ∈M , then Proposition 2.2.17 implies that that:

ηcbξ
c
a + ηacξ

c
b = 0

so the one forms ξca are the components of a one form valued in the Lie algebra so+(t, s), i.e. a
matrix valued one form which satisfies (2.2.18). Let {fi} be the standard orthonormal basis of
Rt,s, then if e : U → SO+(M) is the frame (e1, . . . , en), we have that by Example 2.1.4:

ei = [e, fi]

as fi is the standard column vector with a 1 in the ith entry, and a 0 in all others. Let:

T ji = fi ⊗ f j

where {f j} is the basis dual to {fi}, then we see that in the coordinates {xi} the matrix valued
one form

ξ = (ξijµdxµ)⊗ T ji

satisfies:

[e, ρ∗(ξ(X))fa] =[e, ξcj (X)T jc (fa)]
=[e, ξcj (X)fc ⊗ f j(fa)]
=[e, ξca(X)fc]
=ξca(X)[e, fc]
=ξca(X)ec

which is precisely equal to ∇Xec. We thus define the local connection one form on U by:

e∗(ASO+) = ξ

Let φ be the trivialization corresponding to e, then we define a one form on U × SO+(t, s) by:

ωe((X,Y )(x,g)) = Adg−1 ◦ ξ(Xx) + µSO+(Yg) (2.2.19)

for all (X,Y )x,g ∈ TxU ⊕ TgSO+(t, S). Note that this is smooth as the above definition of ωe is
equivalent to setting:

ωe(x,g) = Adg−1 ◦ (π∗Uξx) + π∗SO+(t,s)µSO+

We define A locally by:

ASO+ |π−1(U) = φ∗ωe (2.2.20)
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As a sanity check, let us pull this local form back by e. Note that φ ◦ e(x) = (x, Idn), so for all
X ∈ TxU :

(φ ◦ e)∗(X) = (X, 0)

It follows that:

e∗(ASO+ |π−1(U))x(X) = ωe(x,Idn)(X, 0) = ξx(X)

hence:

e∗(ASO+ |π−1(U)) = ξ

as desired. We now show that this ASO+ |π−1(U) satisfies the properties of a connection one form.
First, let X ∈∈ g, and let X̃ be the associated vertical vector field, then:

φ∗(X̃)(x,g) = (0x, Xg)

where 0x is the zero vector in TxM , and Xg is evaluated at g. Therefore:

ASO+ |π−1(U)(X̃p) = µSO+(Xg) = X

Finally, for p ∈ P let φ(p) = (x, g), and set φ∗(Zp) = (Xx, Yg) for Zp ∈ TpP , then, for all h ∈ H
we have that by the SO+(t, s) equivariance of φ:

(R∗hASO+ |π−(U))p(Zp) =((φ ◦Rh)∗ωe)p(Zp)
=((Rh ◦ φ)∗ωe)p(Zp)
=(R∗hωe(x,g))(Xx, Yg)
=R∗h(Adg−1 ◦ ξ)(Xx) + (R∗hµSO+)(Yg)
=Adh−1g−1 ◦ ξ(Xx) + Adh−1 ◦ µSO+(Yg)
=Adh−1 ◦ (Adg−1 ◦ ξ(Xx) + µSO+(Yg))
=Adh−1 ◦ (ASO+ |π−(U))p(Zp)

Hence A|π−1(U) is Ad invariant, and it follows that (2.2.20) defines a unique connection one form
on π−1(U).

Now let ẽ : V → SO+(M) be another local section such that U∩V 6= 0, and ψ it’s corresponding
trivialization. Then ẽ defines a a so+(t, s) valued one form on ξ̃ satisfying:

∇(ẽa) = ξ̃ca ⊗ ẽc

With ξ̃ instead of ξ, and ψ instead of φ, we define ωẽ, and ASO+ |π−1(V ), as in 2.2.19 and 2.2.20
respectively. In order for ASO+ to be globally defined, we thus need to show that on π−1(U ∩ V )
both definition of ASO+ agree, i.e.

φ∗ωe = ψ∗ωẽ

which is equivalent to showing that:

ωẽ = (φ ◦ ψ−1)∗ωe

Let h : U ∩ V → SO+(t, s) be the physical gauge transformation satisfying:

ẽ = e · h

then since h is a matrix of functions on U ∩ V we have that:

e · h = (hi1ei, . . . , hinei)

hence:

ẽi = hjiej
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Therefore, by the Leibniz rule for covariant derivatives:

∇(ẽa) =hia∇ei + dhja ⊗ ej
=hiaξ

j
i ⊗ ej + dhja ⊗ ej

Note that:

ej = (h−1)kj ẽk

so:

∇(ẽa) =hiaξ
j
i (h−1)kj ⊗ ẽk + (h−1)kj dhja ⊗ ẽk

=(hiaξ
j
i (h−1)kj + (h−1)kj dhja)⊗ ẽk

It follows that the kth component is given by:

∇(ẽa)k = (h−1)kj ξ
j
i h
i
a + (h−1)kj dhja

Therefore:

ξ̃ka = (h−1)kj ξ
j
i h
i
a + (h−1)kj dhja

hence we obtain that:

ξ̃ = (h−1)ξh+ h−1dh

In our usual notation, this is equivalent to:

ξ̃ = Adh−1 ◦ ξ + h∗µSO+ (2.2.21)

Moreover, since:

ψ−1(x, g) = ẽ(x) · g = e(x) · (h(x) · g)

we have that:

(φ ◦ ψ−1)(x, g) = (x, h(x) · g)

Since h(x) · g is the composition of maps:

F : (U ∩ V )×G −→ G×G −→ G

where the first map is (h, IdG), and the second is multiplication in G, we have that:

(φ ◦ ψ−1)∗(X,Y ) = (X,Rg∗(Dxh(X)) + Lh∗Y )

for all (X,Y ) ∈ Tx(U ∩ V )⊕ TgG. We thus have that:

((φ ◦ ψ−1)∗ωe)(x,g)(X,Y ) =ωe(x,h(x)g)(X,Rg∗(Dxh(X)) + Lh(x)∗Y )
=(Adg−1 ◦Adh(x)−1) ◦ (ξ(X)) + µSO+(Rg∗Dxh(X) + Lh(x)∗Y )
=Adg−1 ◦

(
Adh(x)−1ξ(X) + h∗µSO+(X)

)
+ µG(Y )

=Adg−1 ◦ ξ̃(X) + µG(Y )
=ωẽ(x,g)(X,Y )

implying the claim.

Note that in the preceding proof, we never used the fact that the Levi-Civita connection is
torsion free, so this result applies to any metric compatible covariant derivative on an oriented
and time oriented pseudo-Riemannian manifold. If instead (M, g) is just a pseudo-Riemannian
manifold, and not assumed to be orientable and time orientable, we could perform the same
process to obtain the more general result that any metric compatible covariant derivative induces
a principal connection on O(M). This is clearly due to the fact that o(t, s) ∼= so+(t, s). In fact,
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in greater generality, one can take any covariant derivative on an arbitrary vector bundle E, and
find a unique connection one form in the bundle of linear frames of E.

Note that by Proposition 2.2.17, we have in any local oriented and time oriented orthonormal
frame e:

(AeSO+)ca = ξca = ξabη
bc

Including the inverse matrix ηbc will prove convenient for our purposes.
Proposition 2.2.20. Let:

Λ : Spin+(M) −→ SO+(M)

be the covering map given by the spin structure. Then:

ASpin+ = (λ∗)−1 ◦ Λ∗(ASO+)

is a connection one form on Spin+(M), called the spin connection.

Proof. We need to show that this define a connection one form Spin+(M). Let g ∈ Spin+(t, s),
then using the λ equivariance of the spin structure:

Λ ◦Rg = Rλ(g) ◦ Λ

we see that since λ∗ is a Lie algebra isomorphism spin+(t, s)→ so+(t, s):

R∗gASpin+ =(λ∗)−1 ◦R∗gΛ∗(ASO+)
=(λ∗)−1 ◦ (Λ ◦Rg)∗(ASO+)
=(λ∗)−1 ◦ (Rλ(g) ◦ Λ)∗(ASO+)
=(λ∗)−1 ◦ Λ∗R∗λ(g)(ASO+)
=(λ∗)−1 ◦Adλ(g)−1 ◦ Λ∗(ASO+)

We introduce the identity transformation λ∗ ◦ (λ∗)−1 and obtain that:

R∗gASpin+ =(λ∗)−1 ◦Adλ(g)−1 ◦ λ∗ ◦ (λ∗)−1 ◦ Λ∗(ASO+)
=(λ∗)−1 ◦Adλ(g)−1 ◦ λ∗ ◦ASpin+

Note that since λ is a group homomorphism:

Adλ(g)−1 ◦ λ∗ =(cλ(g)−1 ◦ λ)∗
=(Rλ(g) ◦ Lλ(g)−1 ◦ λ)∗
=(λ ◦Rg ◦ Lg−1)∗
=λ∗ ◦ (c−1

g )∗
=λ∗ ◦Adg−1

hence:

R∗gASpin+ =(λ∗)−1 ◦ λ∗ ◦Adg−1 ◦ASpin+

=Adg−1 ◦ASpin+

as desired. Now let X ∈ spin+(t, s), and recall that for any p ∈ Spin+(M), we have that the
vertical vector field X̃ at p is given by:

X̃p = d

dt

∣∣∣
t=0

p · exp(tY )

With:

ASpin+(X̃p) = (λ∗)−1 ◦ASO+(Λ∗X̃p)
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we see that:

Λ∗X̃p = d

dt

∣∣∣
t=0

Λ (p · exp(tX))

= d

dt

∣∣∣
t=0

Λ(p) · exp(tλ∗(X))

=λ̃∗(X)Λ(p)

hence:

ASpin+(X̃p) =(λ∗)−1 ◦ASO+

(
λ̃∗(X)Λ(p)

)
=(λ∗)−1 ◦ λ∗(X)
=X

implying the claim.

Note that this implies that the Levi-Civita connection induces a connectionASpin+ on Spin+(M).
We will use this connection to define the spin covariant derivative.
Definition 2.2.33. We call the covariant derivative on the spinor bundle S induced by the spin
connection the spin covariant derivative, which we also denote by ∇.

Given a section ε : U → Spin+(M)U , and a section ψ : U → ∆n we write sections of S locally
as:

Ψ = [ε, ψ]

The spin covariant derivative then acts as usual:

∇XΨ = [ε,∇Xψ]

where:

∇Xψ = dψ(X) +ASpin+(X) · ψ

and ASpin+(X) acts on ψ through the induced spinor representation κ∗ : spin+(t, s)→ End(∆n).
Lemma 2.2.23. Write the components of a matrix A ∈ so+(t, s) as:

Aca = wabη
bc

then the map:

κ∗ ◦ (λ∗)−1 : so+(t, s) −→ End(∆n)

is given by:

κ∗(λ∗)−1(A) = 1
4wabγ

ab

Proof. Recall from Proposition 2.2.7 that for any orthonormal basis {ei} of Rt,s a basis for the
Lie algebra is given by:

spin+(t, s) = {eiej ∈ Cl(t, s) : 1 ≤ i < j ≤ n}

and from Proposition 2.2.8 that31:

λ∗(eiej) = 2(ηiiT ij − ηjjT
j
i )

where if {ei} is the basis dual to {ei}:

T ij = ei ⊗ ej
31We used Ei

j in the Proposition 2.2.8, but to stay consistent with the notation of this section, we write T i
j .
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and there is no implied summation. Let z ∈ spin+(t, s), then:

z =
∑
a<c

zaceaec

for some real coefficients zac, so:

λ∗(z) =
∑
a<c

zacλ∗(eaec)

=2
∑
a<c

zac (ηaaT ac − ηccT ca)

Note that for any k we have that:

(ηaaT ac )ek = ηaae
a(ek)⊗ ec = δakηaaec

which is only non zero when k = a. This implies that:

η(λ∗(eaec)ea, ec) = 2ηaaη(ec, ec) = 2ηaaηcc

We deduce that:

η(λ∗(eaec)ea, ec)ηaaηcceaec = 2eaec

It follows that:

z = 1
2
∑
k<l

η(λ∗(z)ek, el)ηkkηllekel

We now write A as:

A = wabη
bcT ac

Since A is in the image of λ∗, we can find (λ∗)−1(A) by:

(λ∗)−1(A) =1
2
∑
k<l

η(Aek, el)ηkkηllekel

We see that:

Aek =wabηbcea(ek)⊗ ec
=wkbηbcec

hence:

(λ∗)−1(A) =1
2
∑
k<l

wkbη
bcη(ec, el)ηkkηllekel

=1
2
∑
k<l

wkbη
bcηclηkkηllekel

=1
2
∑
k<l

wklηkkηllekel

If we sum over all possible k and l we over count by a factor of 2 so:

(λ∗)−1(A) =1
4
∑
k,l

wklηkkηllekel

Furthermore, we see that ekel = −elek, so we can obtain an other factor of 2 and write:

(λ∗)−1(A) =1
8
∑
k,l

wkl[ηkkek, ηkkel]
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Note that κ is just the restriction of the spinor representation of Cl(t, s) to Spin+(t, s), so if we
have mathematical gamma matrices γa, then:

κ∗([ek, el]) = [γk, γl]

hence:

κ∗ ◦ (λ∗)−1(A) =1
8
∑
k,l

wkl[ηkkγk, ηlγl]

Since η is diagonal it follows that ηkk = ηll, and that the sum:

γa = ηabγb

only nonzero a = b, hence:

κ∗ ◦ (λ∗)−1(A) =1
8
∑
k,l

wkl[ηkkγk, ηllγl]

=1
8
∑
k,l

wkl[γk, γl]

=1
4wklγ

kl

as desired.

From this lemma we obtain the following result:
Proposition 2.2.21. The spin covariant derivative is locally given by:

∇Xψ =dψ(X) + 1
4(X)ξabγabψ

=dψ(X)− 1
4(X)ξabΓabψ

Proof. Let ε be a section which under Λ maps to the oriented and time oriented orthonormal frame
e. We have that in this frame:

(AeSO+)ca = ξabη
bc

Then it follows that:

AεSpin+ =ε∗ASpin+

=ε∗
(

(λ∗)−1 ◦ Λ∗(ASO+)
)

= (λ∗)−1 ◦ (Λ ◦ ε)∗ASO+

= (λ∗)−1 ◦ e∗ASO+

In any local orthonormal frame AeSO+ is given by the one forms:

(AeSO+(X))ca = ξab(X)ηbc

or any X ∈ X(M). It follows from Lemma 2.2.23 that:

κ∗ ◦ (λ∗)−1 ◦ (AeSO+) (X) =1
4ξab(X)γab

Therefore, for some smooth map ψ : U → ∆n, since ASpin+ acts on ψ through κ∗, we have:

∇Xψ =dψ(X) +AεSpin+(X)ψ

=dψ(X) + 1
4ξab(X)γabψ
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Furthermore, since:

γab = −Γab

we obtain:

∇Xψ =dψ(X)− 1
4ξab(X)Γabψ

From this proposition we obtain the following result:
Corollary 2.2.14. If the dimension, n, of M is even, then the spin covariant derivative preserves
the splitting of the spinor bundle S into the Weyl spinor bundles S±. This means that if Ψ ∈ S±
then:

∇XΨ ∈ Γ(S±)

for all X ∈ X(M)

Proof. Recall from Proposition 2.2.13that there exists a global bundle automorphism ω on S
which preserves the subbundles S±. It follows that locally, given a section ε : U → Spin+(M), this
global bundle automorphism is given by:

ω ·Ψ = [ε,Γn+1 · ψ]

for some smooth map ψ : U → ∆n, and where:

Γn+1 =− in/2+1Γ1 · · ·Γn+1

From Lemma 2.2.10 we obtain that:

[Γn+1,Γab] = [Γn+1,ΓaΓb]− [Γn+1,ΓbΓa] = 0

Therefore, if Ψ ∈ Γ(S±):

ω · ∇XΨ = [ε,Γn+1dψ(X)− 1
4ξab(X)Γn+1ΓabΨ

We see that clearly [ε, dψ(X)] ∈ S±, so since Γn+1 preserves the subspaces ∆±n , we have that
[ε,Γn+1dψ(X)] ∈ S±. Furthermore, since [Γn+1,Γab] = 0, we have that:

Γn+1Γabψ =± Γabψ

hence:

[ε,Γn+1Γabψ] = [ε,±Γabψ]

implying the claim.

We also have that Clifford multiplication on the level of bundles is compatible with the spin
covariant derivative and Levi-Civita connection in the following sense:
Proposition 2.2.22. For all vector fields X,Y ∈ X(M), and all Ψ ∈ Γ(S) we have that:

∇X(Y ·Ψ) = (∇XY ) ·Ψ + Y · (∇XΨ)

where ∇XY denotes the Levi-Civita connection, and ∇XΨ denotes the spin covariant derivative.

Proof. We need only prove this locally. We have that for some smooth maps φ : U → Rt,s, and
ψ : U → ∆n, and a section ε : U → Spin+(M)U that:

Y = [Λ(ε), φ] and Ψ = [ε, φ]
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It follows from Proposition 2.2.13 that:

Y ·Ψ = [ε, φ · ψ]

It follows that:

∇X(Y ·Ψ) =[ε, (dφ(X)) · ψ + φ · (dψ(X)) +AεSpin+(X)(φ · ψ)]

We have that AεSpin+(X) acts on ∆n through the representation κ∗. We see that by :

κ(g)(φ · ψ) = (λ(g) · φ)(κ(g) · ψ)

Taking the derivative at e ∈ Spin+(t, s) we obtain that for z ∈ spin+(t, s):

κ∗(z)(φ · ψ) = (λ∗(z) · φ) · ψ + φ · κ∗(z) · ψ

Since:

λ∗(AεSpin+) = AeSO+

where e = Λ ◦ ε, we thus have that:

∇X(Y ·Ψ) =[ε, (dφ(X)) · ψ + φ · dψ(X) + (AeSO+(X)φ) · ψ + φ ·AεSpin+(X)ψ]
=[ε, dφ(X)) · ψ + (AeSO+(X)φ) · ψ] + [ε, φ · dψ(X) + φ ·AεSpin+(X)ψ]
=(∇XY ) ·Ψ + Y · (∇XΨ)

implying the claim.

By Proposition 2.1.23 we clearly have the following result:
Corollary 2.2.15. For any spinor bundle equipped with a Dirac bundle metric, a connection in
A ∈ Ω1(Spin+(M), spin+(t, s)) induces a metric compatible covariant derivative. In particular,
the spin connection, induced by the Levi-Civita connection, induces a metric compatible covariant
derivative on the spinor bundle.

We now define the Dirac operator in terms of the spin covariant derivative.
Definition 2.2.34. The Dirac operator, denoted D : Γ(S) → Γ(S) is given in a local oriented
orthonormal frame by:

DΨ = ηabea · ∇ebΨ

If we let Ψ = [ε, ψ], for some ε : U → Spin+(M)U satisfying Λ ◦ ε = e, we have that:

DΨ =[ε,Dψ]
=[ε, γa∇eaψ]

=
[
ε, γa

(
dψ(ea) + 1

4ξbc(ea)γbcψ
)]

=
[
ε, iΓa

(
dψ(ea)− 1

4ξbc(ea)Γbcψ
)]

Proposition 2.2.23. The Dirac operator is independent of the local oriented and time oriented
orthonormal frame {ei}.

Proof. Let {fi} be another local oriented and time oriented orthonormal frame, then:

fi = Bji ej

for some matrix of functions Bji valued in SO+(t, s). It follows that:

DΨ =ηabfa · ∇fbΨ
=ηab(Bjaej) · ∇Bk

b
ek

Ψ

=ηab(Bjaej)Bkb · ∇ekΨ
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Note that since η = η−1:

BT η−1B = η−1

we have:

DΨ =(BjaηabBkb )ej · ∇ekΨ
=ηjkej · ∇ekΨ

implying the claim.

This implies that the Dirac operator D is indeed well defined. Furthermore, the Dirac operator
is a first order differential operator on the sections of S. Clearly, if the dimension of M is even,
since Clifford multiplication of a vector maps ∆±n to ∆∓n , and since ∇ preserves the subbundles
S±, we obtain the following corollary:
Corollary 2.2.16. If the dimension of M is even, then the Dirac operator is a map:

D : Γ(S±) −→ Γ(S∓)

Example 2.2.8. Let (M, g) = (Rt,s, η), then in global coordinates xi, Levi-Civita connection is
given by

∇XY = dY (X) = Xi∂iY
j∂j

as the metric is constant. One can directly verify this by use of Proposition 2.2.18, and the fact
the coordinate vector fields are orthonormal, and commute. It follows that on S = Rt,s × ∆t+s,
that we can define a Dirac operator in any global orthonormal frame {ei} by:

D = γa · ∇ea

Note that if we just the standard basis, then the coordinate frame is orthonormal normal, so setting
ei = ∂i gives the following for any spinor field Ψ : Rt,s → Rt,s × ∆t+s:

DΨ =γa · ∇∂aΨ

=γa · ∂Ψ
∂xa

It follows that:

D2Ψ =γb · ∇eb
(
γa · ∂Ψ

∂xa

)
=γbγa ∂2Ψ

∂xbxa

=1
2
∑
a,b

{γb, γa} ∂
2Ψ

∂xbxa

Note that:

{γb, γa} =ηcaηdb{γc, γd}
=− 2ηcaηdbηcdIN
=− 2ηcaδbc
=− 2ηab

hence, with the fact ηab = ηab = 0 unless a = b obtain:

D2Ψ =−
∑
a,b

ηba
∂2Ψ
∂xbxa

=−
∑
a

ηbb
∂2Ψ
∂(xb)2

implying that D2 is the Laplacian, so D is the ”square root” of the Laplacian as desired.
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We now wish to extend the spin covariant derivative, and Dirac operator to sections of twisted
spinor bundles, i.e. S ⊗ E, where E is a vector bundle associated to some principal G bundle
π : P →M . We first need the following lemmas:
Lemma 2.2.24. Let κ ⊗ ρ be the representation of Spin+(t, s) × G on the vector space ∆n ⊗ V ,
given on simple tensors by:

κ⊗ ρ(s, g)(ψ ⊗ v) = κ(s)ψ ⊗ ρ(g)v

for all s, g ∈ Spin+(t, s) ×G, and v ∈ V , ψ ∈ ∆n. Then the induced Lie algebra representation is
given on simple tensors by:

(κ⊗ ρ)∗(X,Y )(ψ ⊗ v) = κ∗(X)ψ ⊗ v + ψ ⊗ ρ∗(Y )v

for all (X,Y ) ∈ spin+(t, s)⊕ g.

Proof. This follows trivially by taking the derivative at t = 0 as follows:

(κ⊗ ρ)∗(X,Y )(ψ ⊗ v) = d

dt

∣∣∣
t=0

κ⊗ ρ(exp(tX), exp(tY ))(ψ ⊗ v)

= d

dt

∣∣∣
t=0

κ(exp(tX))ψ ⊗ ρ(exp(tY ))(v)

=κ∗(X)ψ ⊗ v + ψ ⊗ ρ∗(Y )v

Lemma 2.2.25. If A is a connection one form P , and ASpin+ 32 is a connection one form on
Spin+(M), then the following defines a connection one form on Spin+(M) ×M P :

(ASpin+(M) ⊕A)(Xp, Yq) = (ASpin+(Xp), A(Yq)) ∈ spin+(t, s)⊕ g

for all (Xp, Yq) ∈ TpSpin+(M) × TqP , such that πSpin+(p) = π(q), and πSpin+∗(Xp) = π∗(Yq).

Proof. The fact that ASpin+(M) ⊕A is an element of Ω1(Spin+(M) ×M P, spin+(t, s)⊕ g) is clear.
We thus need to check that this indeed a connection one form. Let (s, g) ∈ Spin+(t, s) × G, and
recall that:

R(s,g) ◦ (p, q) = (p · s, q · g)

It follows that for (X,Y )(p,q) ∈ TpSpin+(M) × TqP , where (p, q) ∈ Spin+(M) ×M P :

R(s,g)∗(Xp, Yq) = (Rs∗Xp, Rg∗Yq)

Therefore:

(R∗(s,g)(ASpin+(M) ⊕A))(p,q)(Xp, Yq) =(ASpin+(M) ⊕A)(p·s,q·g)(Rs∗Xp, Rg∗Yq)
=(ASpin+p·s(Rs∗Xp), Aq·s(Rg∗Yq))
=(Ads−1 ◦ASpin+p(Xp),Adg−1 ◦Aq(Yq))
=c(s,g)−1∗ ◦ (ASpin+p(Xp), Aq(Yq))
=Ad(s,g)−1 ◦ (ASpin+(M) ⊕A)(Xp, Yq)

so (ASpin+(M) ⊕A) is Ad invariant. Furthermore, we see that for any (X,Y ) ∈ spin+(t, s)⊕ g, the
fundamental vector filed Z̃ associated to this Lie algebra element is defined by:

Z̃(p,q) = d

dt

∣∣∣
t=0

(p, q) · (exp(tX), exp(tY ))

=(X̃p, Ỹq)

hence:

(ASpin+(M) ⊕A)(p,q)(Z̃) =(ASpin+p(X̃p), Aq(Ỹq))
=(X,Y )

implying that (ASpin+(M) ⊕A) is a connection one form on Spin+(M) ×M P

32Not necessarily the spin connection induced by the Levi-Civita connection



2.2. SPINORS 230

We can show the following:
Proposition 2.2.24. The connection one form (ASpin+(M)⊕A) induces a covariant derivative on
S ⊗ E defined in the usual manner:

∇AXΨ = [ε×M s,∇AXψ] (2.2.22)

where ε×M s is a local section U → Spin+(M) ×M PU , and ψ : U → ∆n ⊗ V is a smooth map as
given in Proposition 2.2.16. Furthermore,

∇Xψ = dψ(X)− 1
4ξab(X)Γabψ + ρ∗(As(X))ψ (2.2.23)

Here ξab are the one forms defining the Levi-Civita connection, and Γab acts on the spinor compo-
nents of ψ, and ρ∗(As)(X) acts on the vector part of ψ, i.e mixes the multiplet ψ.

Proof. The fact that (2.2.22) is a covariant derivative, and independent of the sections ε and s
is evident from Lemma 2.2.25. In particular, we could make a gauge transformation on either
component ε, or s, and obtain a gauge invariant quantity, as the group action is a product group
action.

To pull back (Aspin+ ⊕A) by ε×M s, we first note that:

ε×M s(x) = (ε(x), s(x))

hence for any vector X ∈ TxM :

(ε×M s)∗(Aspin+ ⊕A)x(X) =(ASpin+(ε∗X), A(s∗X))
=(AεSpin+(X), As(X))

Now let {vi} be any basis for V , and decompose ψ as:

ψ = ψi ⊗ vi
We see that (2.2.24) then follows from Lemma 2.2.24 as follows:

∇AXψ =dψ(X) + (κ⊗ ρ)∗(AεSpin+(X), As(X))(ψi ⊗ vi)
=dψ(X) + κ∗(AεSpin+(X))ψi ⊗ vi + ψi ⊗ ρ∗(As(X))vi
=dψ(X)− ξab(X)Γabψi ⊗ vi + ψi ⊗ ρ∗(As(X))vi

implying the claim.

Definition 2.2.35. The covariant derivative on S ⊗ E induced by the connection ASpin+ ⊗ A,
where ASpin+ is the spin connection, and A is any connection on P is called the twisted spin
covariant derivative.

Note that for a fixed vector field X, ∇AX is still a map Γ(S ⊗ E)→ Γ(S ⊗ E), hence if we can
perform Clifford multiplication on S ⊗ E, then we can define a Dirac operator on Γ(S ⊗ E) in a
similar manner to Definition 2.2.34.
Lemma 2.2.26. Let S ⊗E = (Spin+(M) ×M P ) ×κ⊗ρ (∆n ⊗ V ), then there exists a well defined
bilinear Clifford multiplication:

TM × (S ⊗ E) −→ S ⊗ E
(X,Ψ) 7−→ X ·Ψ

on the level of bundles, which restricts to a bilinear map TxM × (S ⊗ E)x → (S ⊗ E)x for all
x ∈M . This map also induces a well-defined Clifford multiplication of forms with twisted spinors.

Proof. We define the map on simple tensors:

(SO+(M) ×ρSO+ Rt,s) × (S ⊗ E) −→ S ⊗ E
([Λ(p), x], [(p, q), ψ ⊗ v]) 7−→ [(p, q), (x · ψ)⊗ v]

and extend linearly. It follows from the same argument in Proposition 2.2.13 that this map is
well defined, as it is only acting on the spinor part of an element in S ⊗ E. Furthermore, the a
similar construction as in Proposition 2.2.13 yields a well defined Clifford multiplication with
twisted forms.
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With this we obtain the following corollary:
Corollary 2.2.17. The map DA : Γ(S ⊗ E)→ Γ(S ⊗ E) given in any orthonormal frame by:

DAΨ = ηabea · ∇AebΨ

where Ψ ∈ Γ(S ⊗ E) is well defined, and independent of the local frame ea.

Proof. This follows from Lemma 2.2.26 and the same argument as applied in Proposition
2.2.23.

Due to the importance of this map, we give the following definition:
Definition 2.2.36. The map DA : Γ(S ⊗E)→ Γ(S ⊗E) is called the twisted Dirac operator,
and is locally given by:

DAΨ = [ε×M s,DAψ]

where:

DAψ =γa
(
dψ(ea) + 1

4ξbc(ea)γbcψ + ρ∗(As(ea))ψ
)

=iΓa
(
dψ(ea)− 1

4ξbc(ea)Γbcψ + ρ∗(As(ea))ψ
)

As we shall see in the section on QED, the twisted Dirac operator will play an important role in
defining the Yang-Mills-Dirac Lagrangian, by giving us a way to couple the gauge field to fermion
fields. Physically, our connection will play the role of the electromagnetic potential, and we want
the dynamics of our fermionic fields to be determined by this potential. Without the coupling given
by the twisted Dirac operator, the dynamics of the fermionic fields would be like that of a free
particle, hence the importance. Mathematically, the Dirac operator gives rise to a large number
of deep results in geometric analysis. To the interested reader, we recommend the following texts:
Friedrich’s Dirac Operators in Riemannian Geometry, Jost’s Riemannian Geometry and Geometric
Analysis, and Michelsohn and Lawson’s Spin Geometry.
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3.1 Yang-Mills and Electromagnetism
In Example 2.1.15 we demonstrated how a connection one form on R4 ×U(1) satisfies the gauge
transformation rules for electromagnetism. However, how does one choose a connection such that
the dynamics of electromagnetism are obtained? The purpose of this chapter is to explore this
question in detail. As we will see, at least in the case of source free electromagnetism, the answer
is given by finding a connection which leaves the Yang-Mills action stationary. In other words, we
will want the connection to be a critical point of the Yang-Mills action.

That being said, there is still some legwork which must be done in order to get to this point.
We first need to be able to write the Yang-Mills action down; this action involves the L2 inner
product on Ω2(M,Ad(P )) induced by a (pseudo)-Riemannian metric on the base manifold, and thus
unavoidably relies on the chosen geometry of M . Furthermore, in order to find the aforementioned
stationary points, we will need to develop a formal adjoint to the covariant derivative with respect
to this L2 inner product, called the covariant codifferential. We spend the first part of this section
constructing these two operations.

Once, we are able to write down the Yang-Mills action, we will spend the remainder of the
section deriving the Yang-Mills equation, and modifying the action so that the stationary points
yield a complete theory of classical electromagnetism which incorporates sources. We will also see
how to obtain the classical field equations for quantum electrodynamics, which will involve the
fermionic matter fields for electrons and positrons, as opposed to a classical charge density.

We continue to draw inspiration from Hamilton’s Mathematical Gauge Theory, though some
of our conventions may differ.

3.1.1 The Hodge Star Operator and the Codifferential
Let (M, g) be a (pseudo)-Riemannian manifold. Recall from Proposition 1.1.17 that the (pseudo)-
Riemannian metric g induces a bundle isomorphism α : TM → T ∗M . We define an inner product33

on T ∗pM for all p ∈M by:

〈ω, η〉p = gp
(
α−1(ω), α−1(η)

)
(3.1.1)

Let xi be a coordinate system, and let ω = ωidx
i, and η = ηjdx

j , then:

〈ω, η〉 =gij(gikωk, gjlηl)
=δkj ωkgjlηl
=ωjηj

so the inner product on T ∗pM is just the contraction of of ω with α−1(η). Furthermore, it is
clear from (3.1.1) that 〈·, ·〉 is symmetric, smooth and non degenerate. If g is positive definite,
then 〈·, ·〉 is positive definite, and thus defines a Euclidean bundle metric on T ∗M . If g is pseudo
Riemannian, and M is connected, then 〈·, ·〉 defines a pseudo Euclidean bundle metric on T ∗M of
the same signature as g.
Proposition 3.1.1. Let (M, g) be a (pseudo)-Riemannian manifold. Then there exists a natural
(pseudo)-Euclidean bundle metric on the vector bundle T (0,k)M . If M is connected, and g is
(pseudo)-Riemannian, then the signature of the bundle metric is well defined.

Proof. For all p ∈M , we have that any element of T (0,k)
p M can be written as a finite sum of simple

tensors. That is, for ω ∈ T (0,k)
p M we have that34:

ω = ωIα
i1 ⊗ · · · ⊗ αik

where each αil ∈ T ∗pM . Hence, for all p ∈M we define an inner product on simple tensors by:

〈α1 ⊗ · · · ⊗ αk, β1 ⊗ · · · ⊗ βk〉kp = 〈α1, β1〉p · · · 〈α1, β1〉p
33We are being mildly loose with our definition of an inner product. In this section, an inner product is just a

symmetric, bilinear, non- degenerate, scalar valued map.
34Since these are general not alternating tensors, the sum ωIα

I is over all possible multi indexes, not just ordered
ones.
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which we then extend to T (0,k)
p M bi-linearly by

〈ωIαI , ηJβJ〉kp = ωIηJ〈αI , βJ〉kp

where αI , βI are indexed sets of simple tensors in T
(0,k)
p M . It then follows that for all p ∈ M ,

〈·, ·〉kp is symmetric, and bilinear. It suffices to check that the inner product is non degenerate on
simple tensors since they generate the space. Fix a set of k covectors αi, then if:

〈α1 ⊗ · · · ⊗ αk, β1 ⊗ · · · ⊗ βk〉kp = 0

for all simple tensors β1 ⊗ · · · ⊗ βk ∈ T (0,k)
p M it follows that:

〈α1, β1〉p · · · 〈αk, βk〉p = 0 (3.1.2)

for all βi ∈ T ∗pM . Since the induced inner product on T ∗pM is non degenerate, fix βi for i < k

such that 〈αi, βi〉 6= 0, then we see that (3.1.2) is equivalent to:

〈αk, βk〉p = 0

for all βk ∈ T ∗pM , a contradiction so 〈·, ·〉kp is nondegenerate. If g is Riemannian, it is clear that
〈·, ·〉kp is positive definite.

We have constructed an inner product on each fibre of T (0,k)M ; to prove that 〈·, ·〉k is a bundle
metric, we need to show it is smooth. Let xi be a coordinate system for an open set U ⊂M , then
for the tensor fields ω and η we see that:

〈ω, η〉k =ωi1···ikηj1···jk〈dxi1 , dxj1〉 · · · 〈dxik , dxjk〉
=ωi1···ikηj1···jkg

i1j1 · · · gikjk (3.1.3)

which is smooth as it is the product of smooth functions. Importantly, in the line above, we
are summing over all possible multi indices i1, . . . ik, not just ordered ones, as these are general
covariant tensors so there are no restrictions on the coefficients ωi1···ik .

If (M, g) is connected and pseudo Riemannian it follows that for all p ∈ M 〈·, ·〉kp has a well
defined signature. The signature of 〈·, ·〉k is then the same as the signature of 〈·, ·〉kp, and is
independent of the choice of p by a similar argument to Theorem 1.1.11

Note that this inner product also induces a bundle isomorphism T (0,k)M → T (k,0)M . Explicitly,
in a local co-frame dxi, the tensor field:

ω = ωi1···ikdx
i1 ⊗ · · · ⊗ dxik

is mapped to the tensor field:

ω] = ωi1···ikg
i1j1 · · · gikjk∂j1 ⊗ · · · ⊗ ∂jk

which for brevity we denote by:

ω] = ωj1···jk∂j1 ⊗ · · · ⊗ ∂jk

We see that with this notation (3.1.3) can be rewritten as:

〈ω, η〉k = ωi1···ikη
i1···ik

As we shall see shortly, the restriction of 〈·, ·〉k to the vector subbundle Λk(TM) defines a bundle
metric on Λk(TM). In particular, one should check that such a restriction is nondegenerate, as
〈·, ·〉k is pseudo Euclidean. Indeed, the restriction of 〈·, ·〉k induces a symmetric bilinear map:

Ωk(M) × Ωk(M) −→ C∞(M)
(ω, η) 7−→ 〈ω, η〉k
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In coordinates:

dxi1 ∧ · · · ∧ dxik =
∑
σ∈Sk

sgn(σ)dxσ(i1) ⊗ · · · ⊗ dxσ(ik)

hence the inner product is given by:

〈dxi1 ∧ · · · ∧ dxik , dxj1 ∧ · · · ∧ dxjk〉k =
∑
σ∈Sk

∑
α∈Sk

sgn(σ)sgn(α)gσ(i1)α(jk) · · · gσ(ik)α(jk)

So, for arbitrary k forms:

ω = ωIdx
I and η = ηJdx

J

we have that:

〈ω, η〉k =
∑

σ,α∈Sk

ωσ(i1)···σ(ik)ηα(j1)···α(jk)g
σ(i1)α(j1) · · · gσ(i1)···α(jk) (3.1.4)

It is important to note that there are technically four sums in the line above. We are first summing
over the ordered multi indices i1 < · · · < ik and j1 < · · · < jk, then for each multi index, we are
summing over all possible permutations of each multi index. Note that:

ωσ(i1)···σ(ik) = sgn(σ)ωi1···ik and ηα(j1)···α(jk) = sgn(α)ηj1···jk

so using our notation for raising and lowering indices, we can rewrite (3.1.4) as a sum over α and
the multi indices I:

〈ω, η〉k =
∑
σ∈Sk

ωσ(i1)···σ(ik)η
σ(i1)···σ(ik)

=
∑
σ∈Sk

sgn(σ)2ωi1···ikη
i1···ik

=k! · ωi1···ikηi1···ik

Hence an orthonormal frame αi of T ∗pM , 〈·, ·〉k has the unfortunate property that:

〈αi1 ∧ · · · ∧ αik , αi1 ∧ · · · ∧ αik〉kp = k!gi1i1p · · · gikikp

where each gililp = ±δilil . The above demonstrates that 〈·, ·〉k is indeed a bundle metric on Λk(TM),
as the set:

{αi1p ∧ · · · ∧ αikp : i1 < · · · < ik}

is then a local orthogonal frame for Λk(T ∗M). However, our lives would be easier if a local
orthonormal basis for TM induced a local orthonormal frame of Λk(TM). To fix this, we define a
new bundle metric, 〈·, ·〉, by:

〈·, ·〉 = 1
k! 〈·, ·〉

k

It will be clear from context which rank of form we are taking the inner product of so we neglect
to include the k in the notation. In particular, this inner product satisfies:

〈ω, η〉 =ωi1···ikηi1···ik

= 1
k!
∑
i1···ik

ωi1···ikη
i1···ik

where the second line is a sum over all unordered multi indices. Furthermore, for complex valued
k-forms, ω, η ∈ Ωk(M,C) ∼= Ωk(M)⊗ C we set:

〈ω, η〉 = ω̄i1···ikη
i1···ik
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Definition 3.1.1. Let (M, g) be an orientable (pseudo) Riemannian manifold, where g has signa-
ture (t, s). The Hodge Star Operator:

? : Ωk(M) −→ Ωn−k(M)

is the linear map defined by:

〈ω, η〉dvolg = ω ∧ ?η

for all ω, η ∈ Ωk(M). For complex valued k-forms we have that:

〈ω, η〉dvolg = ω̄ ∧ ?η

Lemma 3.1.1. In a local oriented orthornormal coframe {αi}, the Hodge star operator is given
by:

?(αi1 ∧ · · · ∧ αik) = gi1i1 · · · gikikεi1···ikik+1···inα
ik+1 ∧ · · · ∧ αin

where there is no summation over the indices, {ik+1 · · · , in} is a complimentary set to {i1, · · · , ik},
and ε is totally antisymmetric with:

ε123···n = +1

In particular:

?dvolg = (−1)t and ? (1) = dvolg
Proof. By construction, the set:

{αi1 ∧ · · · ∧ αik : i1 < · · · < ik}

is an orthornormal frame for Ωk(U), hence for any arbitrary k form ω we have that:

〈ω, αi1 ∧ · · · ∧ αik〉 =ωj1···jk〈αj1 ∧ · · · ∧ αjk , αi1 ∧ · · · ∧ αik〉
=ωi1···ikgi1i1 · · · gikik

where the is no implied summation over the indices. According to Definition 3.1.1 and Theorem
1.1.12:

ω ∧ ?(αi1 ∧ · · · ∧ αik) =ωi1···ikgi1i1 · · · gikikα1 ∧ · · · ∧ αn

=ωi1···ikgi1i1 · · · gikikε1···nα1 ∧ · · · ∧ αn

There exists a permutation σ ∈ Sn such that for all j ≤ k, σ(j) = ij , hence:

ω ∧ ?(αi1 ∧ · · · ∧ αik) =ωi1···ikgi1i1 · · · gikikε1···nsgn(σ)αi1 ∧ · · · ∧ αik ∧ ασ(k1) ∧ · · · ∧ ασ(n)

Since ε is totally antisymmetric:

εσ(1)···σ(n) = sgn(σ)ε1···n
thus:

ω ∧ ?(αi1 ∧ · · · ∧ αik) =ωi1···ikαi1···ik ∧
(
gi1i1 · · · gikikεi1···ikσ(k+1)···σ(n)α

σ(k+1) ∧ · · · ∧ ασ(n)
)

σ(k+ 1), . . . , σ(n) is a set complimentary to i1, . . . , ik, and since ω is a k form, and ασ(k+1) ∧ · · · ∧
ασ(n) is an n− k form, the only component of ω that appears in the wedge product is the ωi1···ik
component. Relabeling α(k + j) by ik+j we find:

ω ∧ ?(αi1 ∧ · · · ∧ αik) =ω ∧
(
gi1i1 · · · gikikεi1···ikik+1···inα

ik+1 ∧ · · · ∧ αin
)

Since this holds for arbitrary ω, we have:

?(αi1 ∧ · · · ∧ αik) = gi1i1 · · · gikikεi1···ikik+1···inα
ik+1 ∧ · · · ∧ αin

as desired. Furthermore:

?(1) = ε1···nα
1 ∧ · · · ∧ αn = dvolg

and:

?(dvolg) = g11 · · · gnnε1···n = (−1)t
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With the lemma above we can prove the following:
Proposition 3.1.2. Let (M, g) be an n-dimensional, orientable, (pseudo)-Riemannian manifold
of signature (t, s). The map :

?? : Ωk(M) −→ Ωk(M)

is a linear isomorphism given by:

?? = (−1)t+k(n−k)

Proof. Since ? is linear, we need only check this for an arbitrary k form ω written in an orthonormal
dual basis {αi}:

ω =αm1 ∧ · · · ∧ αmk

From Lemma 3.1.1, we see that:

?ω = gm1m1 · · · gmkmkεm1···mkmk+1···mnα
mk+1 ∧ · · · ∧ αmn

Applying the ? again, we see that:

? ? ω = gm1m1 · · · gmkmkεm1···mkmk+1···mn ? (αmk+1 ∧ · · · ∧ αmn)

where:

? (αmk+1 · · ·αmn) =gmk+1mk+1 · · · gmnmnεmk+1···mnm1···mkα
m1 ∧ · · · ∧ αmk

If g has signature (s, t), then:

gm1m1 · · · gmnmn =(1)s(−1)t = (−1)t

Furthermore, since ε1···n is totally antisymmetric, we have:

εmk+1···mnm1···mk+1 =(−1)n−kεm1mk+1···mnm2···mk

⇒ εmk+1···mnm1···mk =(−1)k(n−k)εm1···mkmk+1···mn

and since:

εm1···mkmk+1···mn = ±1

we see that:

? ? ω =(−1)t(−1)k(n−k)αm1 ∧ · · · ∧ αmk

=(−1)t+k(n−k)ω

Therefore:

?? = (−1)t+k(n−k)

as desired.

Definition 3.1.2. Let (M, g) be an orientable (pseudo)-Riemannian manifold. We define the L2

Inner Product on differential k forms with compact support by:

〈ω, η〉L2 =
∫
M

〈ω, η〉dvolg

=
∫
M

ω ∧ ?η

If M is compact, then this defines an inner product on all of Ωk(M).
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We want to check that this is indeed an inner product. It is clear that the L2 inner product is
symmetric and bilinear; we prove that it is nondegenerate below.
Proposition 3.1.3. Let (M, g) be an orientable (pseudo)-Riemannian manifold of signature (t, s).
The L2 inner product on k forms with compact support is nondegenerate.

Proof. We proceed by contradiction; suppose the L2 inner product is degenerate, then there exists
a k form ω with compact support on M such that:

〈ω, η〉L2 = 0

for all η ∈ Ωk(M) with compact support. Let supp ω = K ⊂ M for some compact set K; let
x ∈ int K, and U be an open neighborhood of x. Since K is the closure of an open set in M , it
follows that U ⊂ K. The open neighborhood U then admits an orthornormal frame of k forms:

{αi1 ∧ · · · ∧ αik : i1 < · · · < ik}

In this frame let:

ω = ωi1···ikα
i1 ∧ · · · ∧ αik

where ωi1···ik are smooth functions on U .
There exists a positively oriented coordinate chart φ such that φ(x) = 0 and φ(U) is an open

ball of radius r in Rn centered at 0. The closed ball Br0 of radius r0 < r is then a nonempty
compact subset of φ(U), and by continuity of φ−1, L = φ−1(Br0) ⊂ K is then a compact set in
M . We construct a smooth bump function on U by first defining the smooth function f on φ(U)
by:

f(x) =
{

exp
(

r0
r0−(x1)2−···−(xn)2

)
for (x1)2 + · · ·+ (xn)2 < r0

0 otherwise

φ∗f is then a smooth function on U , satisfying supp φ∗f = L. This function can be smoothly
extended to all of M , by defining:

h(p) =
{
φ∗f(p) for p ∈ U
0 otherwise

Clearly, supp h = L as well, hence we construct global k forms with compact support equal to L
by:

ηi1···ik = h · ωi1···ikαi1 ∧ · · · ∧ αik

where there are is no implied summation in the line above. We then see that for all i1 < · · · < ik:

〈ω, ηi1···ik〉L2 =
∫
M

〈ω, ηi1···ik〉dvolg

=
∫
φ(U)

φ−1∗ (h · ωj1···jkωi1···ik〈αj1 ∧ · · · ∧ αjk , αi1 · · ·αik〉dvolg
)

=±
∫
φ(U)

φ−1∗ (h · ω2
i1···ikdvolg

)
where the sign depends on 〈·, ·〉. We have that h > 0 on L by construction, and clearly ω2

i1···ik ≥ 0,
for all i1 < · · · < ik. Furthermore, ωi1···ik can’t be identically zero for all i1 < · · · < ik on L as
L ⊂ U ⊂ int K, thus by Theorem 1.1.5 there exists an ordered multi index i1, . . . , ik such that:∫

φ(U)
φ−1∗ (h · ω2

i1···ikdvolg
)
> 0

A contradiction, therefore, 〈·, ·〉L2 is non degenerate and thus defines an inner product of k forms
on M with compact support, as desired.
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We wish to extend the work above to k-forms twisted with a sections of a vector bundle. If E
is a K = C,R linear vector bundle over M , equipped with a bundle metric 〈·, ·〉E , then a similar
argument to Proposition 3.1.1 shows that there is a bundle metric on Λk(TM)⊗E induced by
the (pseudo)-Riemannian metric g, and the bundle metric 〈·, ·〉E . We commit the mild notational
sin of denoting this bundle metric by 〈·, ·〉E , and see that pointwise it is given by:

〈Ajiω
i ⊗ vj , Blkηk ⊗ wl〉Ep = AjiB

l
k〈ωi, ηk〉p〈vj , wk〉Ep

for all Ajiωi ⊗ vj , Blkηk ⊗ wl ∈ (Λk(TM)⊗ E)p.
Definition 3.1.3. The bundle metric 〈·, ·〉E on Λk(T ∗M) ⊗ E induces an inner product on
twisted k forms:

〈·, ·〉E : Ωk(M,E) × Ωk(M,E) −→ C∞(M,E)

Given a local frame ei for E over U ⊂M , then for ω, η ∈ Ωk(M,E), we have that:

ω = ωi ⊗ ei and η = ηi ⊗ ei

where ωi, ηi ∈ Ωk(M,K). The inner product is then given by:

〈ω, η〉E = 〈ωi, ηj〉 · 〈ei, ej〉E

which is independent of our choice of frame. Furthermore, the Hodge star operator on twisted
differential forms:

? : Ωk(M,E) −→ Ωn−k(M,E)

is given by:

?ω = (?ωi)⊗ ei

Finally, we have an L2 inner product on twisted differential forms with compact support
given by:

〈ω, η〉E,L2 =
∫
M

〈ω, η〉Edvolg

which is nondegenerate by a similar argument to Proposition 3.1.2.
Recall that the exterior derivative d is a linear map from k forms to k+1 forms, so if ω ∈ Ωk(M)

and η ∈ Ωk+1(M) both have compact support, it makes sense to take the following L2 inner
product:

〈dω, η〉L2 =
∫
M

〈dω, η〉dvolg

Similarly, if ∇ is a covariant derivative on the vector bundle E, and ω ∈ Ωk(M,E) and η ∈
Ωk+1(M,E) both have compact support, we can take35:

〈d∇ω, η〉L2,E =
∫
M

〈d∇ω, η〉dvolg

As mentioned earlier, our goal is to now develop a formal adjoint to d, and d∇, which will clearly
have to be a map a from k forms to k − 1 forms.
Definition 3.1.4. Let (M, g) be an n-dimensional, orientable, (pseudo)-Riemannian manifold of
signature (t, s). We define the codifferential:

d? : Ωk(M) −→ Ωk−1(M)

by:

d? = (−1)t+nk+1 ? d?
35d∇ is the exterior covariant induced by a general covariant derivative. The definition is the same as Definition

2.1.30
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Example 3.1.1. The above definition allows one extend the notion of the Laplacian, ∇2, on
functions on Rn to k forms on orientable (pseudo)- Riemannian manifolds. Indeed, the Laplace-
de Rham operator is defined as:

∆ = dd? + d?d

Then if we set M = Rn with the standard Euclidean metric on Rn, then for f ∈ C∞(Rn) we have
that:

∆f =dd?f + d?df

=(−1)d ? d(fdvolg) + (−1)n+1 ? d ?
(
∂ifdx

i
)

The first term goes to 0 as dvolg is a top form; taking the Hodge star of df then gives:

?(∂ifdxi) = ∂ifdx
1 ∧ · · · ∧ dx̂i ∧ · · · ∧ dxn

where dx̂i denotes the deletion of the ith component. Taking the exterior derivative we obtain:

d(?∂ifdxi) = ∂2
i fdx

1 ∧ · · · ∧ dxi ∧ · · · ∧ dxn

Finally, taking the Hodge star again we have that:

∆f = (−1)n+1
n∑
i

∂2
i f = (−1)n+1∇2f

so the general Laplace-de Rham operator agrees with the Laplacian on smooth functions on Rn,
up to a sign.
Theorem 3.1.1. Let M be an orientable, (pseudo)-Riemannian manifold without boundary of
signature (t, s). Then the codifferential d? is the formal adjoint of d with respect to the L2 inner
product on k forms with compact support, i.e.

〈dω, η〉L2 = 〈ω, d?η〉L2

for all ω ∈ Ωk(M) and η ∈ Ωk+1(M) with compact support.

Proof. We have that by Proposition 3.1.2:

(〈dω, η〉 − 〈ω, d?η〉) dvolg =(dω) ∧ ?η − ω ∧ ?(d?η)
=(dω) ∧ ?η − (−1)t+nk+1ω ∧ ?(?d ? η)

=(dω) ∧ ?η + (−1)2t+2nk−k2+2ω ∧ (d ? η)

=(dω) ∧ ?η + (−1)−k
2
ω ∧ (d ? η)

Note that k is an integer, hence if k is even −k2 is even, and if k is odd −k2 is odd so:

(〈dω, η〉 − 〈ω, d?η〉) dvolg =(dω) ∧ ?η + (−1)kω ∧ (d ? η)
=d(ω ∧ ?η)

By Theorem 1.1.7, i.e. Stoke’s Theorem, we obtain:∫
M

〈dω, η〉 − 〈ω, d?η〉dvolg =
∫
M

d(ω ∧ ?η)

=
∫
∂M

ω ∧ ?η

=0

as M has empty boundary.

As before, we can extend these results to forms twisted with E.
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Definition 3.1.5. Let E be K = C,R linear vector bundle over a an n dimensional, orientable,
(pseudo)-Riemannian manifold signature of (t, s), and ∇ a covariant derivative on E. We define
the covariant codifferential:

d?∇ : Ωk(M,E) −→ Ωk−1(M,E)

by:

d?∇ = (−1)t+nk+1 ? d∇?

We will also need the following definition:
Definition 3.1.6. Let π : E →M be K = C,R linear vector bundle with a bundle metric 〈·, ·〉E .
The inner product of forms twisted with E and sections of E:

〈·, ·〉E : Ωk(M,E) × Γ(E) −→ Ωk(M)

by choosing a local frame as did before, and setting:

〈ωi ⊗ ei, φjej〉E = ωiφj〈ei, ej〉E

This inner product is independent of the choice of frame.
Lemma 3.1.2. Let E be a vector bundle over M , with bundle metric 〈·, ·〉E, and a covariant
derivative ∇ which respects the metric, then in any local frame ei:

d(〈ω,Φ〉) = (dωi)〈ei,Φ〉E + (−1)kωi ∧ (〈∇ei,Φ〉E + 〈ei,∇Φ〉E)

for all ω ∈ Ωk(M,E) and Φ ∈ Γ(E).

Proof. We see that:

d(〈ω,Φ〉E) =d(ωi〈ei,Φ〉E)
=(dωi)〈ei,Φ〉E + (−1)kωi ∧ d〈ei,Φ〉E

Furthermore, for any X ∈ X(M):

(d〈ei,Φ〉E)(X) =LX〈ei,Φ〉E
=〈∇Xei,Φ〉E + 〈ei,∇XΦ〉E

hence:

d(〈ω,Φ〉) = (dωi)〈ei,Φ〉E + (−1)kωi ∧ (〈∇ei,Φ〉E + 〈ei,∇Φ〉E)

as desired.

Theorem 3.1.2. Let E be a K = C,R linear vector bundle over an n dimensional, orientable,
(pseudo)-Riemannian manifold without boundary of signature (t, s), and ∇ a covariant derivative
on E. Suppose E is equipped with the bundle metric 〈·, ·〉E, and that ∇ is metric compatible, then:

〈d∇ω, η〉E,L2 = 〈ω, d?∇η〉E,L2

for all ω ∈ Ωk(M,E) and η ∈ Ωk+1(M) with compact support.

Proof. Let ei be a local frame for E over U ⊂M , such that:

ω = ωi ⊗ ei and η = ηi ⊗ ei

Then:

d?∇η =(−1)t+nk+1 ? d∇(?ηi ⊗ ei)
=(−1)t+nk+1 ?

(
d(?ηi)⊗ ei + (−1)n−k−1(?ηi) ∧∇ei

)
=(d?ηi)⊗ ei + (−1)t+nk+n−k ?

(
(?ηi) ∧∇ei

)
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hence by Proposition 3.1.3:

?d?∇η =(−1)k+1(d ? ηi)⊗ ei + (−1)n(?ηi) ∧∇ei

If we can show that the integral:∫
U

(〈d∇(ωi ⊗ ei), ηj ⊗ ej〉E − 〈ωi ⊗ ei, d?∇(ηj ⊗ ej)〉E)dvolg = 0

in any local frame ei over U , then a partition of unity argument clearly proves the claim. We see
that:

〈d∇(ωi ⊗ ei), ηj ⊗ ej〉Edvolg =〈d(ωi)⊗ ei + (−1)kωi ∧∇ei, ηj ⊗ ej〉Edvolg
=(dωi ∧ ?ηj)〈ei, ej〉+ (−1)k〈ωi ∧∇ei, ηj ⊗ ej〉Edvolg (3.1.5)

Note that:

∇ei = σki ⊗ ek

for some one forms σki on M , so:

〈ωi ∧∇ei, ηj ⊗ ej〉Edvolg =〈ωi ∧ σki ⊗ ek, ηj ⊗ ej〉Edvolg
=〈ωi ∧ σki , ηj〉〈ek, ej〉Edvolg
=(ωi ∧ σki ) ∧ ?ηj〈ek, ej〉E
=(−1)n−k−1(ωi ∧ ?ηj) ∧ 〈σik ⊗ ek, ej〉E
=(−1)n−k−1(ωi ∧ ?ηj) ∧ 〈∇ei, ej〉E

hence (3.1.5) becomes:

〈d∇(ωi ⊗ ei), ηj ⊗ ej〉Edvolg =(dωi ∧ ?ηj)〈ei, ej〉E + (−1)n−1(ωi ∧ ?ηj) ∧ 〈∇ei, ej〉E (3.1.6)

Furthermore:

〈ωi ⊗ ei, d?∇(ηj ⊗ ej)〉E =〈ωi ⊗ ei, (d?ηj)⊗ ej + (−1)t+nk+n−k ?
(
(?ηi) ∧∇ej

)
〉E

=(−1)k+1ωi ∧ (d ? ηj)〈ei, ej〉E
+ (−1)t+nk+n−k〈ωi ⊗ ei, ?

(
(?ηi) ∧∇ej

)
〉Edvolg (3.1.7)

In a similar manner we see that:

〈ωi ⊗ ei, ?
(
(?ηi) ∧∇ej

)
〉Edvolg =〈ωi ⊗ ei, ?

(
(?ηi) ∧ σkj

)
⊗ ek〉Edvolg

=〈ωi, ?
(
(?ηi) ∧ σkj

)
〉〈ei, ek〉Edvolg

=(−1)t+k(n−k)ωi ∧ (?ηj ∧ σkj )〈ei, ek〉E
=(−1)t+k(n−k)(ωi ∧ ?ηj) ∧ 〈ei,∇ej〉E

hence (3.1.7) becomes:

〈ωi ⊗ ei, d?∇(ηj ⊗ ej)〉Edvolg =(−1)k+1ωi ∧ (d ? ηj)〈ei, ej〉E
+(−1)n(ωi ∧ ?ηj) ∧ 〈ei,∇ej〉E (3.1.8)

The difference of (3.1.7) and (3.1.18) then yields:

(〈d∇ω, η〉E − 〈ω, d?∇η〉)dvolg =(dωi ∧ ?ηj)〈ei, ej〉E + (−1)kωi ∧ (d ? ηj)〈ei, ej〉E
+ (−1)n−1ωi ∧ ?ηj ∧ (〈∇ei, ej〉E + 〈ei,∇ej〉E)

=d(ωi ∧ ?ηj)〈ei, ej〉E + (−1)n−1ωi ∧ ?ηj ∧ (〈∇ei, ej〉+ 〈ei,∇ej〉)

Note that ωi ∧ ?ηj is an n− 1 form for all i, j, hence by Lemma 3.1.2 we see that:

(〈d∇ω, η〉E − 〈ω, d?∇η〉)dvolg =d(ωi ∧ ?ηj〈ei, ej〉E)

Since U is an open submanifold of M without boundary, the claim then follows from Stoke’s
theorem.
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3.1.2 The Yang-Mills Lagrangian
We are finally in a position to define the Yang-Mill’s Lagrangian, and derive the Yang-Mill’s
equation. We fix the following data:

• An n dimensional, oriented, (pseudo) Riemannian manifold (M, g)
• A principal G bundle over M with compact structure group G

• An Ad-invariant inner product on g

• An orthonormal basis T i for g with respect to the aforementioned inner product.
Note that the compactness of G guarantees the existence of an Ad-invariant inner product by
Theorem 1.2.5. Furthermore, by Proposition 2.1.13, the Ad-invariant inner product on g
induces a bundle metric 〈·, ·〉Ad(P ) on the adjoint bundle.

Recall that the curvature form FA of any connection A defines a unique twisted two form
FAM ∈ Ad(P ).
Definition 3.1.7. The Yang-Mill’s Lagrangian is defined by:

LYM [A] = 〈FAM , FAM 〉Ad(P )

For a fixed connection A, the Yang-Mill’s Lagrangian is a global smooth function:

LYM [A] : M → R

Theorem 3.1.3. The Yang-Mill’s Lagrangian is gauge invariant, i.e. for any global bundle auto-
morphism f :

LYM [f∗A] = LYM [A]

Proof. We see that by Theorem 2.1.12:

F f
∗A = Adσ−1

f
◦ FA

This then implies that for any x ∈M , and X,Y ∈ TxM :(
F f
∗A

M

)
x

(X1, X2) =
[
p,Adσ−1

f
(p) ◦ F

A
p (Y1, Y2)

]
=
[
p · σf−1(p), FAp (Y1, Y2)

]
=
[
f−1(p), FAp (Y1, Y2)

]
where π(p) = x and π∗Xi = Yi. Therefore:

F f
∗A

M = f−1 · FAM

where f−1· denotes the action of G (P ) on Ad(P ) defined in Theorem 2.1.5. FAM takes values
in Ad(P ), so we have that f−1 acts on FAM via the adjoint action, and, since the bundle metric on
Ad(P ) is Ad invariant by construction, it follows that:〈

FAM , F
A
M

〉
Ad(P ) =

〈
f−1 · FAM , f−1 · FAM

〉
Ad(P )

Thus:

LYM [A] = LYM [f∗A]

as desired.

Definition 3.1.8. Let A (P ) denote the set of connections on P . As mentioned earlier, this set is
an affine space over the vector space:

Ω1
hor(P, g)Ad ∼= Ω1(M,Ad(P ))

For any α ∈ Ω1
hor(P, g)Ad, we denote by αM ∈ Ω1(M,Ad(P )) the image of α under the isomorphism

constructed in Theorem 2.1.18.
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We now assume M to be a closed manifold, i.e. compact and without boundary.
Definition 3.1.9. The Yang-Mill’s Action on P is a smooth map:

A (P ) −→ R

given by:

SYM [A] =− 1
2

∫
M

〈
FAM , F

A
M

〉
Ad(P ) dvolg

=− 1
2
〈
FAM , F

A
M

〉
Ad(P ),L2

The integral is well defined because M is compact.
Our goal is to determine the stationary points of the above action.

Definition 3.1.10. We call a connection A a stationary or critical point of the Yang-Mill’s
action if:

d

dt

∣∣∣
t=0

SYM [A+ tα] = 0

for all α ∈ Ω1
hor(P, g)Ad.

We denote the covariant codifferential on Ad(P ) associated to A by d?A.
Theorem 3.1.4. The stationary points of the Yang-Mill’s actions satisfy:

d?AF
A
M = 0 (3.1.9)

Equivalently:

dA ? F
A
M = 0 (3.1.10)

Both (3.1.9) and (3.1.10) are called the Yang-Mills Equation.

Proof. We first note that:

FA+tα =dA+ tdα+ 1
2[A,A] + t[A,α] + 1

2 t
2[α, α]

=FA + tdα+ t[A,α] + 1
2 t

2[α, α]

Note for any local gauge s : U → PU :

(dAαM )s =dαs + ρ∗(As)αs
=dαs + [As, αs]

hence under the isomorphism constructed in Theorem 2.1.18 we obtain:

FA+tα
M = FAM + tdAαM + 1

2 t
2[αM , αM ]

This then implies that:

LYM [A+ tα] = −1
2
〈
FAM , F

A
M

〉
Ad(P ) − t

〈
dAαM , F

A
M

〉
Ad(P ) +O(t2)

Hence:
d

dt

∣∣∣
t=0

SYM [A+ tα] = −
∫
M

〈
dAαM , F

A
M

〉
Ad(P ) dvolg

which by Theorem 3.1.2 gives:
d

dt

∣∣∣
t=0

SYM [A+ tα] = −
∫
M

〈
αM , d

?
AF

A
M

〉
Ad(P ) dvolg

Since the L2 inner product is nondegenerate, we conclude that in order for the action to be
stationary at A:

d?AF
A
M = 0
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Example 3.1.2. Recall from Example 1.1.26 that the curvature form of the connection:

A = 1
2 (z̄1α1 − z1ᾱ1 + z̄2α2 − z2ᾱ2)

on the Hopf fibration S3 → S2 was given by:

FS2 = i

2dvolg

where dvolg is the volume associated to the usual round metric on S2. Furthermore, note that
since S1 is an abelian Lie group, we have that for all local gauge’s s : U → S3

U , and all form’s
ω ∈ Ωk(S2,Ad(S3)) that:

(dAω)s = dωs + [As, ωs] = dωs

hence:

dA = d

We then see that:

d?AFS2 = ? d

(
?
i

2dvolg
)

= ? d

(
i

2

)
=0

so A is a Yang-Mill’s connections on the Hopf fibration.

3.1.3 Source Free Electromagnetism
For the moment, we fix P = R1,3 × U(1)36, and in any global gauge s : R1,3 → P we write As as:

As = i
(
−V dt+Midx

i
)

where V , Mi are all smooth functions on R1,3. We also choose an orientation, such that in the
standard coordinates, the global four form:

dt ∧ dx ∧ dy ∧ dz

is our orientation/volume form. Our goal is to first show that the Yang-Mill’s equation, and the
Bianchi identity yield Maxwell’s field equations in a vacuum, implying that Electromagnetism is a
U(1) gauge theory. We will then move onwards to incorporating various types of matter into our
field equations, so that we obtain a full theory of classical electromagnetism.

First note that since U(1) is abelian, we have the following simplifications:

Ad(P ) = R1.3 × iR and dA = d

This means that the curvature form can be thought of as a regular two form one R1,3 multiplied
by the imaginary constant i, and that the Yang-Mill’s equation, and Bianchi Identity simplify to:

d ? FR1,3 = 0 and dFR1,3 = 0

Furthermore, if F is the curvature form of a connection A, then any global gauge determines the
element FR1,3 ∈ Ω(R1,3, iR), as if s′ = s ·h for some physical gauge transformation h : R1,3 → U(1),
we have that:

Fs′ = Adh−1 ◦ Fs = Fs

so Fs is independent of our choice of gauge.
36By R1,3 we mean R4 with the Minkowski metric of signature (−,+,+,+).
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Proposition 3.1.4. Let s : U → R1,3 be a global gauge, and A a connection on P . If we identify
As as the electromagnetic four potential, multiplied by i then the components Fs are the components
of the physical fields E and B. In particular, if we write Fs as an antisymmetric matrix, then Fs
is exactly i multiplied by the electromagnetic field tensor:

F =


0 −Ex −Ey −Ez
Ex 0 Bz −By
Ey −Bz 0 Bx
Ez By −Bx 0


Proof. Note that:

E = −∇V − ∂tM and B = ∇× M

We need to calculate the coefficients of Fs in the standard (t, x, y, z) coordinates on R1,3. We see
that:

Fs = dAs

hence, if we set:

Fµν = Fs(∂µ, ∂ν)

we have that by Proposition 2.1.22:

Fµν =∂µAν − ∂νAµ

We calculate:

Ftx =i (−∂xV − ∂tMx) = −iEx
Fty =i (−∂yV − ∂tMy) = −iEy
Ftz =i (−∂zV − ∂tMz) = −iEz
Fxy =i (∂xMy − ∂yMx) = iBz

Fxz =i (∂xMz − ∂zMx) = −iBy
Fyz =i (∂yMz − ∂zMy) = iBx

which implies the claim.

Since Fs ∈ Ω(R1,3, iR) we see that the Yang-Mill’s Lagrangian in coordinates is given by:

LYM [A] = −1
2FµνF

µν

As usual, we are summing over ordered indices, µ < ν, and our convention in these coordinates is:

t < x < y < z

From Definition 3.1.7 it should be clear for P = R1,3 × U(1), that the Yang-Mill’s Lagrangian
is Lorentz invariant, as the inner product of any two tensors is a Lorentz invariant quantity.
It is mildly less obvious that the Lagrangian is actually one of the simplest Lorentz invariant
combinations of E and B.
Proposition 3.1.5. The Yang-Mill’s Lagrangian on R1,3 × U(1) is the fundamental Lorentz in-
variant quantity:

µ = 1
2
(
E2 −B2)

where E2 = E ·E and B2 = B ·B is the usual Euclidean dot product on R3.

Proof. We see that:

FµνF
µν =FµνηµσηναFσα
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where η is the Minkowski metric of signature (−,+,+,+). We calculate, with no implied summa-
tion:

FµνF
µν =FtxηttηxxFtx + Ftyη

ttηyyFty + Ftzη
ttηzzFtz

+FxyηxxηyyFxz + Fxzη
xxηzzFxz + Fyzη

yyηzzFyz

=− (iEx)(−iEx)− (iEy)(−iEy)− (iEz)(iEz)
+ (iBz)(−iBz) + (iBy)(−iBy) + (iBz)(−iBz)

=−E2 + B2

hence:

LYM [A] = 1
2
(
E2 −B2)

We now wish to show our first main result of the section, that the Yang-Mill’s equation, and
the Bianchi identity yield Maxwell’s field equations vacuum.
Theorem 3.1.5. The Yang-Mill’s equation and the Bianchi identity on P = R1,3×P are equivalent
to the source free Maxwell’s Field equations in a vacuum:

∇ ·E =0 ∇× E =−∂tB
∇ ·B =0 ∇× B = ∂tE

As a result, source free classical electromagnetism in a vacuum is a U(1) Yang-Mill’s gauge theory.

Proof. Let s be a global gauge, and Fs be the global curvature form on R1,3 with components in
the standard coordinates given by Proposition 3.1.4. We first wish to calculate the components
d ? F . First note that since F is a two form on R1,3, that d ? F is a three form, and thus has four
components. We begin by calculating d? of the electric field components of F :

d(?− iExdt ∧ dx) =d(iExdy ∧ dz) = i∂xExdx ∧ dy ∧ dz + i∂tExdt ∧ dy ∧ dz (3.1.11)
d(?− iEydt ∧ dy) =d(−iEydx ∧ dz) = i∂yEydx ∧ dy ∧ dz − i∂tEydt ∧ dx ∧ dz (3.1.12)
d(?− iEzdt ∧ dz) =d(iEzdx ∧ dy) = i∂zEzdx ∧ dy ∧ dz + i∂tEzdt ∧ dx ∧ dy (3.1.13)

Examining the purely spacial components of (3.1.11), (3.1.12), (3.1.13) we see that:

i (∂xEx + ∂yEy + ∂zEz) dx ∧ dy ∧ dz =i∇ ·Edx ∧ dy ∧ dz

Since d ? F must vanish identically, we find that:

∇ ·E = 0

which is the first Maxwell equation. Continuing, with the magnetic field components of F :

d(?iBxdy ∧ dz) =d(iBxdt ∧ dx) = i∂yBxdt ∧ dx ∧ dy + i∂zBxdt ∧ dx ∧ dz
d(?− iBydx ∧ dz) =d(iBydt ∧ dy) = −i∂xBydt ∧ dx ∧ dy + i∂zBydt ∧ dy ∧ dz
d(?iBzdx ∧ dy) =d(iBzdt ∧ dz) = −i∂xBzdt ∧ dy ∧ dz − i∂yBzdt ∧ dy ∧ dz

Looking at the dt ∧ dy ∧ dz component,

i (∂zBy − ∂yBz + ∂tEx) dt ∧ dy ∧ dz = i (−(∇× B)x + ∂tEx) dt ∧ dy ∧ dz

Since d ? F vanishes identically:

(∇× B)x = ∂tEx (3.1.14)

For the dt ∧ dx ∧ dz component,:

i (∂zBx − ∂xBz − ∂tEy) dt ∧ dx ∧ dz = i ((∇× B)y − ∂tEy) dt ∧ dx ∧ dz
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hence:

(∇× B)y = ∂tEy (3.1.15)

Finally, for the dt ∧ dx ∧ dy component,

i (∂yBx − ∂xBy + ∂tEz) dt ∧ dx ∧ dy = i (−(∇× B)z + ∂tEz)

thus:

(∇× B)z = ∂tEz (3.1.16)

Combining (3.1.14), (3.1.15), and (3.1.16) we obtain the fourth Maxwell equation:

∇× B = ∂tE

We now wish to calculate the components of dF . We have that dF is a three form, and thus as
four components. We begin by calculating d of the magnetic field components of F :

d(iBxdy ∧ dz) =i∂xBxdx ∧ dy ∧ dz + i∂tBxdt ∧ dy ∧ dz (3.1.17)
d(−iBydx ∧ dz) =i∂yBydx ∧ dy ∧ dz − i∂tBydt ∧ dx ∧ dz (3.1.18)
d(iBzdx ∧ dy) =i∂zBzdx ∧ dy ∧ dz + i∂tBzdt ∧ dx ∧ dy (3.1.19)

Combining the purely spatial components of (3.1.17), (3.1.18), and (3.1.19) we see:

i(∂xBx + ∂yBy + ∂zBz)dx ∧ dy ∧ dz = ∇ ·Bdx ∧ dy ∧ dz

Since dF must vanish identically, we obtain the third Maxwell equation:

∇ ·B = 0

We continue with the electric field components of F :

d(−iExdt ∧ dx) =− i∂yExdt ∧ dx ∧ dy − i∂zExdt ∧ dx ∧ dz
d(−iEydt ∧ dy) =i∂xEydt ∧ dx ∧ dy − i∂zEydt ∧ dy ∧ dz
d(−iEzdt ∧ dz) =i∂xEzdt ∧ dx ∧ dz + i∂yEzdt ∧ dy ∧ dz

Examining the dt ∧ dy ∧ dz component:

i (∂yEz − ∂zEy + ∂tBx) dt ∧ dy ∧ dz =i ((∇× E)x + ∂tBx)

so we have:

(∇× E)x = −∂tBx (3.1.20)

Examining the dt ∧ dx ∧ dz component:

i (∂xEz − ∂zEx − ∂tBy) dt ∧ dx ∧ dz = i (−(∇× E)y − ∂tBy) dt ∧ dx ∧ dz

so we have:

(∇× E)y = −∂tBy (3.1.21)

Examining the dt ∧ dx ∧ dy component:

i (∂xEy − ∂yEx + ∂tBz) dt ∧ dx ∧ dy = i ((∇× E)z + ∂tBz) dt ∧ dx ∧ dy

so we have:

(∇× E)z = −∂tBz (3.1.22)

Combining (3.1.20), (3.1.21), and (3.1.22) we obtain the second Maxwell equation:

∇× E = −∂tB

implying the claim.
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3.1.4 Scalar Electrodynamics Formalism
We now wish to incorporate matter into our field theory. Let us first work less precisely; in the
differential forms formalism of electromagnetism, one prescribes a current one form:

J = −ρdt+ jxdx+ jydy + jzdz (3.1.23)

where ρ is the charge density, and j is the current density. We necessitate that:

d ? J =d (ρdx ∧ dy ∧ dz − jxdt ∧ dy ∧ dz + jydt ∧ dx ∧ dz − jzdt ∧ dx ∧ dy)
=(∂tρ+∇ · j)dt ∧ dx ∧ dy ∧ dz
=0

as this implies the continuity equation:

∇ · j = −∂tρ

One then writes that:

LEM = −1
4F

µνFµν + JµAµ (3.1.24)

We notice that for any λ : R1,3 → R:

?d ? (Jλ) = ? d(λ ? J)
= ? (dλ ∧ ?J) + ?(λd ? J)
= ? (ρ∂tλ+ jx∂xλ+ jy∂yλ+ jz∂zλ)dt ∧ dx ∧ dy ∧ z
=− Jµ∂µλ

hence under the gauge transformation A→ A+ dλ:

Jµ(Aµ + ∂µλ) = JµAµ − ?d ? (Jλ)

Integrating over R1,337 we obtain by Stokes theorem:∫
R1,3

(Jµ∂µλ)dvolg = −
∫
R1,3

?d ? (Jλ)dvolg =
∫
R1,3

d(λ ? J) =
∫
∂R1,3

λ ? J = 0

since R1,3 has empty boundary. So this extra term changes nothing when we find the stationary
points of the action, implying that this formalism is gauge invariant.

Ultimately, (3.1.24) is a flawed Lagrangian. Indeed, we are exploiting the fact that global
sections of R1,3 × U(1) exist, so any hope of writing such a Lagrangian on a non trivial principal
bundle is immediately lost. Furthermore, the continuity equation should be a consequence of our
field theory, not a priori. We fix this by introducing a “matter field” (i.e. a section of a vector
bundle associated to some principal bundle P ) which is then coupled to the gauge field via the
exterior covariant derivative. The matter field will then partially determine the gauge field, and
vice versa. But this is expected, as in electromagnetism, matter determines the electromagnetic
potential, and the electromagnetic potential determines how matter moves. Furthermore, when
we vary this new action, the matter field, and the gauge field A, will determine a current J which
satisfies the continuity equation.

We now fix the following the data:
• An n-dimensional orientable (pseudo) Riemannian manifold (M, g)
• A principal G bundle over M with compact structure group G

• An Ad-invariant inner product on g, and an orthonormal basis T i for g.
• A complex representation ρ : G → GL(W ) with associated complex vector bundle E =
P ×ρW .

• A Hermitian G invariant inner product 〈·, ·〉W on W , with associated bundle metric 〈·, ·〉E .
37R1,3 is not compact, but we make the vague justification that our functions go to zero fast enough so that the

integral converges.
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Definition 3.1.11. If the dimension of W is one, then a smooth section of E is a complex
scalar field and if the dimension of W is greater than one, then a smooth section of E is called a
multiplet of complex scalar fields.
Furthermore, recall that we called non-trivial representations of g charged; we have a similar
definition for sections of E:
Definition 3.1.12. Sections Φ of an associated vector bundle E = P ×ρW , with:

ρ∗ : g −→ End(W )

are called charged scalars.
Indeed, the formalism of Electromagnetism we are about to derive is often called scalar elec-

trodynamics, or scalar QED. Though we are treating this theory purely classically, we note
that the Lagrangian we are about to write down corresponds to a relativistic quantum theory, i.e.
a quantum field theory. We modify the Yang-Mill’s Lagrangian in the following to incorporate
such charged scalar fields:
Definition 3.1.13. The Yang-Mills-Higgs Lagrangian for a multiplet scalar field coupled to
a gauge field is defined by:

LYMH [Φ, A] = −1
2 〈F

A
M , F

A
M 〉Ad(P ) − V (〈Φ,Φ〉E) + 〈dAΦ, dAΦ〉E

where V : R→ R is a smooth function.
Theorem 3.1.6. The Yang-Mills-Higgs Lagrangian is gauge invariant, i.e.

LYMH [f−1 · Φ, f∗A] = LYMH [Φ, A]

for all f ∈ G (P ).
We need the following lemma:

Lemma 3.1.3. Let Φ ∈ Γ(E), and f ∈ G (P ), then:

df∗A
(
f−1 · Φ

)
= f−1 · (dAΦ)

Proof. First recall that there exists a σf ∈ C∞(P,G) such that for all p ∈ P :

f(p) = p · σf (p)

Since dA is independent of choice of gauge, it suffices to check this locally. Let s : U → PU be a
local gauge, then:

f(s(x)) = s(x) · σf (s(x))

Note that σf (s(x)) is a map U → G, and thus a physical gauge transformation, which we now
denote by h. Let φ : U →W be the smooth map such that:

Φ|U = [s, φ]

then by Theorem 2.1.6:

f−1 · ΦU = [f−1(s), φ] = [s · h−1, φ] = [s, ρ(h−1)φ]

where h−1 : U → G denotes the map satisfying h · h−1 = e. Furthermore, we have that by
Theorem 2.1.8:

f∗A = Adσ−1
f
◦A+ σ∗fµG

Thus in our local gauge:

(f∗A)s = Adh−1 ◦As + h∗µG

For any vector field X ∈ X(M):

df∗A(f−1 · Φ)(X)|U = [s, d(ρ(h−1)φ)(X) + ρ∗(Adh−1) ◦As(X) + h∗µG(X))ρ(h−1)φ]
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Our work from Theorem 2.1.13 demonstrates that for all x ∈ U :

d(ρ(h−1)φ)(Xx) = ρ(h−1)dφ(X)− ρ∗(µG(Dxh(Xx))) · ρ(h−1)φ (3.1.25)

while:

ρ∗(Adh−1 ◦As(X)+h∗µG(X))ρ(h−1)φ =
ρ(h−1) · ρ∗(As(Xx))φ+ ρ∗(µG(Dxh(Xx))) · ρ(h−1)φ (3.1.26)

Adding (3.1.25) and (3.1.26) we obtain:

d(ρ(h−1)φ)(X) + ρ∗(Adh−1 ◦As(X)+h∗µG(X))ρ(h−1)φ =
ρ(h−1)dφ(X) + ρ(h−1) · ρ∗(As(Xx))φ

hence:

df∗A(f · Φ)(X)|U =[s, ρ(h−1)dφ(X) + ρ(h−1) · ρ∗(As(Xx))φ]
=[s · h−1, (dAφ)s]
=f−1 · (dAΦ)|U

as desired.

We can now prove Theorem 3.1.6:

Proof. Note that the Yang-Mill’s part of the LYMH is gauge invariant, so we need only argue the
other terms are gauge invariant. By Lemma 3.1.3 we have that:

LH [f−1 · Φ, f∗A] = −V (〈f−1 · Φ, f−1 · Φ〉E) + 〈f−1 · dAΦ, f−1 · dAΦ〉E

Since 〈·, ·〉E is an associated bundle metric, defined by the G invariant inner product 〈·, ·〉W , we
have that:

〈f−1 · Φ, f−1 · Φ〉E = 〈Φ,Φ〉E and 〈f−1 · dAΦ, f−1 · dAΦ〉E = 〈dAΦ, dAΦ〉E

hence:

LYMH [f−1 · Φ, f∗A] = LYMH [Φ, A]

as desired.

Definition 3.1.14. The Yang-Mills-Higgs Action is defined as:

SYMH [Φ, A] =
∫
M

LYMH [Φ, A]dvolg

Note that since LYMH depends on two fields, the gauge field, and a complex scalar field we
can vary the action with respect to either field. We first vary the action with respect Φ.
Theorem 3.1.7. In addition to the aforementioned fixed data, let (M, g) be a closed manifold, i.e.
compact and without boundary. The variation of SYMH with respect to Φ yields the following field
equation:

d?AdAΦ = V ′(〈Φ,Φ〉E)Φ (3.1.27)

where V ′ is the derivative of V : R→ R.

Proof. Let Ψ be any other section of E, then:

LYMD[Φ + tΨ, A] = LYM − V (〈Φ + tΨ,Φ + tΨ〉E) + 〈dA(Φ + tΨ), dA(Φ + tΨ)〉E

We see first that:

〈Φ + tΨ,Φ + tΨ〉E = 〈Φ,Φ〉E + t〈Φ,Ψ〉E + t〈Ψ,Φ〉E +O(t2)
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hence:
d

dt

∣∣∣
t=0
〈Φ + tΨ,Φ + tΨ〉E =〈Φ,Ψ〉E + 〈Ψ,Φ〉E

=2 Re(〈Φ,Ψ〉E)

So by the chain rule:
d

dt

∣∣∣
t=0

V (〈Φ + tΨ,Φ + tΨ〉E) = 2V ′(〈Φ,Φ〉E) Re(〈Φ,Ψ〉E)

Furthermore, we see that:
d

dt

∣∣∣
t=0
〈dA(Φ + tΨ), dA(Φ + tΨ)〉E =〈dAΦ, dAΨ〉E + 〈dAΨ, dAΦ〉E

=2 Re(〈dAΦ, dAΨ〉E)

Therefore, by Theorem 3.1.2:
d

dt

∣∣∣
t=0

SYMH [Φ + tΨ, A] =2
∫
M

Re(〈dAΦ, dAΨ〉E)− V ′(〈Φ,Φ〉E) Re(〈Φ,Ψ〉E)dvolg

=2 Re
(∫

M

〈dAΦ, dAΨ〉E + V ′(〈Φ,Φ〉E)〈Φ,Ψ〉Edvolg
)

=2 Re
(∫

M

〈d?AdAΦ,Ψ〉E − V ′(〈Φ,Φ〉E)〈Φ,Ψ〉Edvolg
)

=2 Re
(∫

M

〈d?AdAΦ− V ′(〈Φ,Φ〉E)Φ,Ψ〉Edvolg
)

Since the L2 inner product of twisted forms is non degenerate, it follows that if Φ is a critical point
of SYMH then:

d?AdAΦ− V ′(〈Φ,Φ〉E)Φ = 0

i.e.,

d?AdAΦ = V ′(〈Φ,Φ〉E)Φ

as desired.

To vary the action with respect to A we will need the following two lemmas:
Lemma 3.1.4. Let αM ∈ Ω1(M,Ad(P )), and Φ ∈ Γ(E), then there exists a canonical twisted one
form αM · Φ ∈ Ω1(M,E).

Proof. Note that E = P ×ρW comes equipped with a representation of G on W ; we will use the
induced representation ρ∗ of g on W to define this form. First, note that for all x ∈ M , we have
that for some w ∈W :

Φ(x) = [p, w]

where p ∈ Px. Furthermore, we have that there exists a unique α ∈ Ω1
hor(P, g)Ad such that for all

X ∈ TxM :

αMx(X) = [p, αp(Y )]

where π(p) = x and π∗Y = X. We thus define αM · Φ point wise by:

(αM · Φ)x(X) = [p, ρ∗(αp(Y )) · w] (3.1.28)

This is independent of our choice of Y by our work in Theorem 2.1.18, and it is independent of
our choice of p as for any q = p · g we have that:

(αM · Φ)x(X) =[p · g, ρ∗(αp·g(Y )) · ρ(g−1)w]
=[p · g, ρ∗(Adg−1 ◦ αp(Y )) · ρ(g−1)w]
=[p · g, ρ(g−1) · ρ∗(αp(Y )) · w]
=[p, ρ∗(αp(Y )) · w]
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hence (3.1.27) is well defined. Finally, let s : U → P be a local gauge, and φ : U →W be a smooth
map, such that:

Φ = [s, φ]

Denote s∗α by αs, then for all X ∈ X(M):

(αM · Φ)(X) = [s, ρ∗(αs(X)) · φ]

which is smooth section of E, hence αM · Φ ∈ Ω1(M,E), as desired.

Lemma 3.1.5. There exists a unique twisted one form JH(A,Φ) ∈ Ω1(M,Ad(P )) such that for
all αM ∈ Ω1(M,Ad(P )):

〈αM , JH(A,Φ)〉Ad(P ) = 2 Re(〈dAΦ, αM · Φ〉E)

Proof. Suppose that JH exists and is not unique. Then there exists an ω ∈ Ω1(M,Ad(P )) such
that for all αM ∈ Ω1(M,Ad(P )):

〈αM , ω〉Ad(P ) = 2 Re (〈dAΦ, αM · Φ〉E)

Then we see that for all αM :

〈αM , JH − ω〉Ad(P ) =〈αM , JH〉Ad(P ) − 〈αM , ω〉Ad(P )

=2 Re (〈dAΦ, αM · Φ〉E)− 2 Re (〈dAΦ, αM · Φ〉E)
=0

Since 〈·, ·〉Ad(P ) is nondegenerate, it follows that JH = ω, hence JH is uniquely determined.
We now wish to prove existence. Note that:

2 Re(〈dAΦ, αM · Φ〉E) =〈dAΦ, αM · Φ〉E + 〈αM · Φ, dAΦ〉E

Furthermore, the assignment:

Λ : Ω1(M,Ad(P )) −→ C∞(M)
αM 7−→ 〈dAΦ, αM · Φ〉E + 〈αM · Φ, dAΦ〉E

is clearly a C∞(M) linear map, thus Λ is a global section of TM⊗Ad(P )∗, where Ad(P )∗ is bundle
dual to Ad(P ). Since the bundle metric 〈·, ·〉Ad(P ) on T ∗M ⊗ Ad(P ) is non degenerate, it follows
that it induces a bundle isomorphism:

F : T ∗M ⊗Ad(P ) −→ TM ⊗Ad(P )∗

that satisfies:

F (ω)(η) = 〈ω, η〉Ad(P )

for all ω, η ∈ Ω1(M,Ad(P )). Setting JH = F−1(Λ), then implies the claim as for all αM ∈
Ω1(M,Ad(P )):

〈JH , αM 〉Ad(P ) =F (JH)(αM )
=Λ(αM )
=2 Re(〈dAΦ, αM · Φ〉E)

The one form JH is the analogue of the current one form mentioned earlier, and it is entirely
determined by the fields A and Φ. To see this explicitly, we wish to find a local expression for
JH . Let s : U → PU be a local gauge, and ei be an orthonormal frame for EU , which for some
orthonormal basis {wi} of W can be written as:

ei = [s, wi]
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We then see that for some smooth functions φi : U → C:

Φ = [s, φiwi]

The exterior covariant derivative is then given by:

dAΦ =[s, dφi ⊗ wi + φiρ∗(As)wi]
=[s, ∂µφidxµ ⊗ wi + φiAaµdx

µ ⊗ ρ∗(Ta)wi]

Furthermore,

αM · Φ = [s, φiαaµdxµ ⊗ ρ∗(Ta)wi]

Hence:

〈dAΦ, αM · Φ〉E =φj(∂µφ̄i)αbν〈dxµ, dxν〉〈wi, ρ∗(Tb)wj〉W + φ̄iĀaµφ
jαbν〈dxµ, dxν〉〈ρ∗(Ta)wi, ρ∗(Tb)wj〉W

=φj(∂µφ̄i)αµb〈wi, ρ∗(Tb)wj〉W + φ̄iĀaµφ
jαµb〈ρ∗(Ta)wi, ρ∗(Tb)wj〉W

We see that ρ∗(Ta) is an endomorphism of finite dimensional vector spaces, hence:

ρ∗(Ta) = Γkalwk ⊗ wl

where wl is the covector dual to wl determined by 〈·, ·〉W , and each Γkal ∈ C . We see that:

ρ∗(Ta)wi = Γkaiwk

so:

〈dAΦ, αM · Φ〉E =φj(∂µφ̄i)αµb〈wi,Γlbjwl〉W + φ̄iĀaµφ
jαµb〈Γmaiwm,Γlbjwl〉W

=φj(∂µφ̄i)αµbΓibj + φ̄iĀaµα
µbφjΓ̄maiΓmbj

implying that:

2 Re(〈dAΦ, αM · Φ〉E) =φj(∂µφ̄i)αµbΓibj + φ̄j(∂µφi)ᾱµbΓ̄ibj + φ̄iĀaµα
µbφjΓ̄maiΓmbj + φiAaµᾱ

µbφ̄jΓmaiΓ̄mbj

where there is still a summation over i and m despite both indices being upper. Note that we
assume g to be a real Lie algebra, hence:

Āaµ = Aaµ and ᾱµb = αµb

With the above in mind:

2 Re(〈dAΦ, αM · Φ〉E) =(φj(∂µφ̄i)Γibj + φ̄j(∂µφi)Γ̄ibj)αµb + (φ̄iAaµφjΓ̄maiΓmbj + φiφ̄jAaµΓmaiΓ̄mbj)αµb

hence we define:

JH = [s, (φj(∂µφ̄i)Γibj + φ̄j(∂µφi)Γ̄ibj + φ̄iAaµφ
jΓ̄maiΓmbj + φiφ̄jAaµΓmaiΓ̄mbj)dxµ ⊗ Tb] (3.1.29)

where there is an implied summation over the index b, despite it being lower. Note that the above
is a one form written in terms of the local gauge field. For any:

αM = [s, αcνdxν ⊗ Tc]

we then have that:

〈αM , JH〉Ad(P ) =〈Jh, αM 〉Ad(P )

=(φj(∂µφi)Γibj + φ̄j(∂µφi)Γ̄ibj + φ̄iAaµφ
jΓ̄maiΓmbj + φiφ̄jAaµΓmaiΓ̄mbj)αcν〈dxµ, dxν〉〈Tb, Tc〉g

=(φj(∂µφi)Γibj + φ̄j(∂µφi)Γ̄ibj)αµb + (φ̄iAaµφjΓ̄maiΓmbj + φiφ̄jAaµΓmaiΓ̄mbj)αµb

So (3.1.29) is a local expression for JH as desired.
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Theorem 3.1.8. Let (M, g) be a closed (pseudo)-Riemannian manifold. The variation of SYMH

with respect to the connection A yields the following field equation:

d?AF
A
M = JH(A,Φ) (3.1.30)

Proof. Recall that:

LYMH [Φ, A] = −1
2 〈F

A
M , F

A
M 〉Ad(P ) − V (〈Φ,Φ〉E) + 〈dAΦ, dAΦ〉E

Note that the potential V will go to zero when we vary the action with respect to A, so we elect
to ignore it. Let α ∈ Ω1

hor(P, g)Ad, then for any local gauge s : U → PU , and and smooth map
φ : U →W such that:

Φ = [s, φ]

we have that by Lemma 3.1.4:

dA+tαΦ =[s, dφ+ ρ∗(As)φ+ tρ∗(αs)φ]
=[s, dφ+ ρ∗(As)φ] + t[s, ρ∗(αs)φ]
=dAΦ + tαM · Φ

Therefore:

〈dA+tαΦ, dA+tαΦ〉E =〈dAΦ, dAΦ〉E + 2tRe(〈dAΦ, αM · Φ〉E) +O(t2)

By Lemma 3.1.5:

d

dt

∣∣∣
t=0
〈dA+tαΦ, dA+tαΦ〉E =2 Re(〈dAΦ, αM · Φ〉E)

=〈αM , JH(A,Φ)〉Ad(P )

From our work Theorem 3.1.4 we then find that:

d

dt

∣∣∣
t=0

SYMH =
∫
M

〈αM , JH(A,Φ)〉Ad(P ) − 〈αM , d?AFAM 〉Ad(P )dvolg

=
∫
M

〈αM , JH(A,Φ)− d?AFAM 〉Ad(P )dvolg

Since the L2 inner product is nondegenerate, we have that if A is a stationary point of SYMH then:

JH(A,Φ)− d?AFAM = 0⇒ d?AF
A
M = JH(A,Φ)

as desired.

Equations (3.1.30) and (3.1.27) are often referred to as the Yang-Mills-Higgs equations,
and they play a crucial role in studying the Higgs mechanism of the Standard Model. For our
purposes however, we will use them to build a theory of scalar electrodynamics.

We now go back to the case where P = R1,3 ×U(1), but in addition we set W = C, and choose
the representation of U(1) on C given by standard complex multiplication. This implies that:

E = P ×ρ C = R1,3 × C

as every vector bundle over Rn is trivial. Furthermore, we now choose to make explicit the
imaginary character of the connection one form and the curvature, i.e. we write in some global
gauge:

iAs = i(−V dt+Midx
i) and iFs = i(∂µAν − ∂νAµ)dxµ ∧ dxν

Hence for φ ∈ Γ(E) we write:

(dAφ)µ = ∂µφ+ iAµφ
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and for φ̄ ∈ Γ(Ē) we have:

(dAφ̄)µ = ∂µφ̄− iAµφ̄

where the induced representation of ρ∗ on Ē is given by conjugation. We also fix the following
inner product induced by the standard Hermitian inner product on C:

〈φ, ψ〉E = φ̄ψ

for all φ, ψ ∈ Γ(E). Finally, we fix the following potential:

V (〈φ, φ〉E) = −m2|φ|2 = −m2φ̄ · φ

for some positive constant m, which can be interpreted as the rest mass of φ.
Theorem 3.1.9. A complex scalar field φ which leaves LYMH stationary satisfies the following
field equation:

d?AdAφ = −m2φ (3.1.31)

Given a global gauge, and the global coordinates (t, x, y, z) we can write this as:[
(∂µ + iAµ) (∂µ + iAµ)−m2]φ = 0

Proof. We see that by Theorem 3.1.7:

d?AdAφ = −m2φ

Fix a global gauge s, and the global coordinates (t, x, y, z):

(dAφ)s =dφ+ iAsφ

=(∂µφ+ iAµφ)dxµ (3.1.32)

With n = 4 and k = t = 1 we have that by Definition 3.1.5:

d?A = ?dA?

Taking the Hodge star of (3.1.32):

?(dAφ)s =− (∂tφ+ iAtφ)dx ∧ dy ∧ dz − (∂xφ+ iAxφ)dt ∧ dy ∧ dz
+ (∂yφ+ iAyφ)dt ∧ dx ∧ dz − (∂zφ+ iAzφ)dt ∧ dx ∧ dy

Applying the exterior covariant derivative:

(dA ? dAφ)s =d(?dAφ)s + iAs ∧ (?dAφ)s

We will calculate each term separately, beginning with the exterior derivative:

d(?dAφ)s =
[
−(∂2

t φ+ i∂tAtφ) + (∂2
xφ+ i∂xAxφ)

+ (∂2
yφ+ i∂yAyφ) + (∂2

zφ+ i∂zAzφ)
]
dt ∧ dx ∧ dy ∧ dz

= (∂µ∂µφ+ i∂µ(Aµφ)) dt ∧ dx ∧ dy ∧ dz

Calculating the second term:

iAs ∧ (?dAφ)s =〈−iAs, dAφ〉dt ∧ dx ∧ dy ∧ dz
=iAµ(∂µφ+ iAµφ)dt ∧ dx ∧ dy ∧ dz

Taking the Hodge star of both terms we obtain:

(d?AdAφ)s =− (∂µ∂µφ+ i∂µ(Aµ)φ+ 2iAµ∂µφ−AµAµφ)
=− (∂µ + iAµ) (∂µ + iAµ)φ

hence: [
(∂µ + iAµ) (∂µ + iAµ)−m2]φ = 0

as desired.
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We have already calculated a local expression for the current one form JH(A,Φ), however, in
the P = R1,3 ×U(1) case, the unwieldy expression given by (3.1.29) reduces tremendously. Indeed,
since φ ∈ C∞(R1,3,C), and:

ρ∗(iαM )φ = iαMφ

for all iαM ∈ Ω1(R1,3, iR), we have no need to introduce the gamma coefficients, as everything is
just scalar multiplication. With this in mind we see that:

〈dAφ, iαM · φ〉E = iφ(∂µφ̄)αµ +Aµα
µφ̄φ

hence:

2 Re (〈dAφ, iαM · φ〉E) =iφ(∂µφ̄)αµ + 2Aµαµφ̄φ− iφ̄(∂µφ)αµ

=
(
iφ(∂µφ̄) + 2Aµφ̄φ− iφ̄(∂µφ)

)
αµ

implying that the coefficients of iJH are given by:

Jµ =iφ(∂µφ̄) + 2Aµφ̄φ− iφ̄(∂µφ)
=iφ

(
∂µφ̄− iAµφ̄

)
− iφ̄ (∂µφ+ iAsφ)

=i
(
φ(dAφ̄)µ − φ̄(dAφ)µ

)
Each Jµ is real, as is easily verified, so:

iJH = iJµdx
µ ∈ Ω1(R1,3, iR)

For our purposes, we have little need to further deal with the complex field φ, hence we set:

J = Jµdx
µ = −ρdt+ jxdx+ jydy + jzdz

where we are interpreting Jt as the charge density ρ, and Ji as the components of the current
density j.
Corollary 3.1.1. The current one form iJH(A, φ) ∈ Ω1(R1,3, iR) satisfies the continuity equation:

d ? JH = 0

Proof. First recall that for any iαM ∈ Ωk(R1,3, iR):

dA(iαM ) = idαM

as U(1) is an abelian Lie group. Therefore, by Theorem 3.1.8

d?iFAM = iJH

Take the Hodge star of both sides to obtain:

? ? (d ? iFAM ) = ?(JH) =⇒ d ? (iFAM ) = ?(JH)

Then, since d ◦ d = 0:

d ? (iJH) = 0

as desired.

The corollary above gives us exactly what we had set out to obtain: a continuity equation that
is a consequence of our theory, not a priori. Furthermore, we can extract our initial continuity
equation by noting that:

d ? (iJH) = i (d ? J) = 0 =⇒ d ? J = 0

We end the section by demonstrating that this Lagrangian reproduces Maxwell’s fields equations
due to a source.
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Theorem 3.1.10. With P = R1,3 ×U(1), and E = R1,3 ×C, the Bianchi identity, and the second
Yang-Mills-Higgs equation:

d(iFAM ) = 0 and d?(iFAM ) = iJH(A,Φ)

are equivalent to Maxwell’s field equations in a vacuum with an arbitrary source:

∇ ·E =ρ ∇× E = −∂tB
∇ ·B =0 ∇× B =j + ∂tE

Proof. Let s be a global gauge, and Fs be the global curvature form on R1,3 with components in
the standard coordinates given by Proposition 3.1.4. Our work in Theorem 3.1.5 already tells
us that the Bianchi identity implies:

∇× E =− ∂tB and ∇ ·B = 0

Furthermore:

?d?(iF ) = ? ? d ? (iF ) = d ? (iF )

Hence we wish to show that:

d ? (iF ) = ?(iJ)

implies the other two Maxwell equations. From our work at the beginning of the section, we have
that:

?(iJ) = i (ρdx ∧ dy ∧ dz − jxdt ∧ dy ∧ dz + jydt ∧ dx ∧ dz − jzdt ∧ dx ∧ dy) (3.1.33)

While our work form Theorem 3.1.5 implies that:

(d ? (iF ))xyz = i∇ ·Edx ∧ dy ∧ dz

Comparing the above with (3.1.33) we have that:

∇ ·E = ρ

which is the first Maxwell equation. Furthermore, we have:

(d ? (iF ))tyz =i (−(∇× B)x + ∂tEx) = −ijx
(d ? (iF ))txz =i ((∇× B)y − ∂tEy) = ijy

(d ? (iF ))txy =i (−(∇× B)z + ∂tEz) = −ijz

which implies the fourth Maxwell equation:

∇× B = j + ∂tE

as desired.

3.1.5 QED Formalism
Now that we understand how scalar matter fields are incorporated to our field theory, we are ready
to explore how to write field theories which incorporate fermions, i.e. spinor fields. It is important
to note that spin is a completely quantum phenomenon, but we can offer a mathematical heuristic
in the classical limit. For integer spin, mathematically, all spin refers to is how the fields isometries
on Rt,s. For example spin 0 particles are scalar fields, whose value at any point in space time can’t
depend on the chosen coordinates. Furthermore, spin 1 particles are one forms (or vector fields),
and transform covariantly (contravariantly) under a change of coordinates. Higher order integer
spin n particles, then transform like rank (0, n) (or (n, 0)) tensor fields.

The case of half integer spin particles is mildly more intricate, and related to the spinor rep-
resentation of the group Spin+(t, s) on ∆t+s. For example, results from physics demonstrate that
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fermions38, particles which have spin 1/2, are spinor fields, so sections of S = Spin+(Rt,s)×κ∆t+s.
Then since any bundle over Rt,s is trivial, we have the any spinor field Ψ can be written as:

Ψ(x) = (x, ψ(x))

for some smooth map ψ : Rt,s → ∆t+s. Spin 1/2 particles then transform under the spin represen-
tation by:

ψ(x) 7−→ ψ′(x) = κ(g) · ψ(λ(g)−1x)

Note that this is a different transformation property than the bundle automorphism on S induced
by f ∈ G (Spin+(Rt,s)). Indeed we have that any g ∈ Spin+(t, s) induces a transformation on the
base space as well given by the double covering homomorphism, so Spin+(t, s) can act on Rt,s, as
well as the spinor part of the field. This is clearly necessary given our discussion in the previous
paragraph on integer spin.

Higher order half integer spin n/2 particles can then be obtained by the induced spinor rep-
resentation of Spin+(t, s) on tensor products of ∆t+s, however no higher order half integer spin
particles are known to exist. It follows that integer spin particles are fields which transform under
the induced standard representations of SO+(t, s), and half integer spin fields transform under
the induced spinor representations of Spin+(t, s). When M is not Rt,s, but instead an arbitrary
pseudo Riemannian spin manifold, the above discussion only holds locally.

Obviously, to incorporate spinor fields into a Lagrangian, we need extra constraints on the base
manifold M , implying that such Lagrangians are harder to come by than the previous two we have
studied. We thus fix the following data:

• An n dimensional (pseudo) Riemannian spin manifold (M, g).
• A spin structure Spin+(M) on M .
• A principal G bundle over M with compact structure group G.
• An Ad-invariant inner product on g, and an orthonormal basis T i for g.
• A complex representation ρ : G → GL(V ) with associated complex vector bundle E =
P ×ρ V .

• A Hermitian G invariant inner product 〈·, ·〉V on V , with associated bundle metric 〈·, ·〉E
• A Dirac form 〈·, ·〉 on the Dirac spinor space ∆n with Dirac bundle metric 〈·, ·〉S .

We note that on the twisted spinor bundle S ⊗ E, we can obtain a Hermitian scalar product
〈·, ·〉S⊗E given for all Ψ,Φ ∈ (S ⊗ E)x at all x ∈M by:

〈Ψ,Φ〉S⊗E = 〈Ψi,Φj〉S · 〈τi, τj〉E

where τi is any basis for Ex. We also set the following notation:

Ψ̄Φ = 〈Ψ,Φ〉S⊗E

Let ε×M s be a local section U → S ⊗ EU , and let τi be the local orthonormal frame of S ⊗ EU ,
then, we can write that:

Ψ̄Φ =
∑
i

Ψ̄iΦi

Definition 3.1.15. The Yang-Mills-Dirac Lagrangian for a twisted spinor field of mass m
coupled to a gauge field is:

LYMD[Ψ, A] =− 1
2 〈F

A
M , F

A
M 〉Ad(P ) −m〈Ψ,Ψ〉S⊗E + Re (〈Ψ, DAΨ〉S⊗E)

=− 1
2 〈F

A
M , F

A
M 〉Ad(P ) −mΨ̄Ψ + Re

(
Ψ̄DAΨ

)
Just as before, this Lagrangian is gauge invariant:

38In full generality, fermions must be elements of S⊗E so that they can be coupled to a gauge field, but in a free
theory of fermions the discussion holds. Generalizing this statement to section of S ⊗ E is not difficult.
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Theorem 3.1.11. The Yang-Mills-Dirac Lagrangian satisfies:

LYMD[f−1 · Φ, f∗A] = LYMD[Φ, A]

for all f ∈ G (P ).

Proof. Note that Yang-Mills, and mass terms, are automatically gauge invariant by our work in
previous sections. We thus need to show that:

Df∗A(f−1Ψ) = f−1DAΨ

We see that since f ∈ G (P ), f acts on Spin+(M) × P by:

f((p, q)) = (p, f(q)) = (p, q · σf (q)) = (p, q) · (e, σf (q))

Since DA is independent of our choice of gauge, it suffices to check this locally. Let ε×M s : U →
(Spin+(M) ×M P )U be a local gauge, then for some basis vi of V , and smooth maps ψi : U → ∆n,
we can write:

Ψ|U = [ε×M s, ψi ⊗ vi]

Then:

f(ε×M s(x)) = (ε×M s(x)) · (e, σ(s(x)))

Denote the physical gauge transformation σ(s(x)) : U → G by h. Then by Theorem 2.1.6:

f−1 ·ΨU =[ε×M s, (κ⊗ ρ)(e, h−1)ψi ⊗ vi]
=[ε×M s, ψi ⊗ ρ(h−1)vi]

By Theorem 2.2.18, and our work in Lemma 3.1.3, we have that:

(f∗A)s = Adh−1 ◦As + h∗µG

We thus have for any local oriented and time oriented orthonormal frame ea of TMU that:

Df∗A(f−1 ·Ψ)|U =Df∗A

[
ε×M s, ψi ⊗ ρ(h−1)φ

]
=
[
ε×M s,Df∗Aψ

i ⊗ ρ(h−1)φ
]

We have that:

Df∗A(ψi ⊗ ρ(h−1)vi) =

iΓa
(
d(ψi ⊗ ρ(h−1)vi(ea))− 1

4ξbc(ea)Γbcψi ⊗ ρ(h−1)vi + ψi ⊗ ρ∗(Adh−1 ◦As(ea) + h∗µG(ea))ρ(h−1)vi
)

We note that by our work in Lemma 3.1.3, for all x ∈ U we have:

d(ψi ⊗ vi)(ea) = dψi(ea)⊗ ρ(h−1)vi + ψi ⊗ ρ∗(µG(Dxh(ea))) · ρ(h−1)vi

We can thus split Df∗A(ψi ⊗ ρ(h−1vi)) into a “spin” part:

ΩS = iΓa
(
dψi(ea)− 1

4ξbc(ea)Γbcψi
)
⊗ ρ(h−1)vi

and a gauge part:

ΩA = iΓaψi⊗ (ρ∗(µG(Dxh(ea))) + ρ∗(Adh−1 ◦As(ea) + h∗µG(ea))) ρ(h−1)vi

Our work in Lemma 3.1.3 tells us that the gauge part can be reduced to:

ΩA = iΓaψi ⊗ ρ(h−1)ρ∗(As(ea))vi
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hence:

ΩA + ΩS = (κ⊗ ρ)(e, h−1)iΓa ·
(
dψi(ea)⊗ vi −

1
4ξbc(ea)Γbcψi ⊗ vi + ψi ⊗ ρ∗(As(ea))vi

)
Since:

d(ψi)⊗ vi = d(ψi ⊗ vi)

it follows that:

ΩA + ΩS =(κ⊗ ρ)(e, h−1)DA(ψi ⊗ vi)

Therefore:

Df∗A(f−1 ·Ψ)|U =[(ε×M s), (κ⊗ ρ)(e, h−1)DA(ψi ⊗ vi)]
=f−1 · [ε×M s,DA(ψi ⊗ vi)]
=f−1 ·DAΨ|U

implying the claim.

Denote the sections of S⊗E with compact support by Γ(S⊗E)c. To define the Yang-Mills-Higgs
action, we need the following construction:
Definition 3.1.16. The L2 inner product on (S⊗E)c with compact support denoted by 〈·, ·〉S⊗E,L2 ,
is given on all Φ,Ψ ∈ Γ(S ⊗ E)c by:

〈Ψ,Φ〉L2,S⊗E =
∫
M

〈Ψ,Φ〉S⊗Edvolg

Note that this is essentially the same construction as the L2 inner product on differential k forms,
and twisted k forms. In particular, a similar argument to Proposition 3.1.3 demonstrates that
this inner product is nondegenerate.

Given that d?A is the formal adjoint of dA, it should not surprise the reader that we obtain a
similar, if not more convenient result for the twisted Dirac operator DA:
Theorem 3.1.12. Let M be a manifold without boundary. If the Dirac form satisfies δ = −1,
then the twisted Dirac operator is formally self adjoint with respect to the L2 inner product on
Γ(S ⊗ E)c. In other words, for all Φ,Ψ ∈ Γ(S ⊗ E)c we have that:∫

M

〈DAΨ,Φ〉S⊗Edvolg =
∫
M

〈Ψ, DAΦ〉S⊗Edvolg

We will need the following sequence of lemmas to prove this claim:
Lemma 3.1.6. Let ∇A be a covariant derivative on an associated vector bundle E, then there exists
a canonical covariant derivative on E∗ defined implicitly for all Φ∗ ∈ Γ(E∗) and all Ψ ∈ Γ(E) by:

(∇XΦ∗)(Ψ) = LX(Φ∗(Ψ))− Φ∗(∇X(Ψ))

Proof. Note that if ρ is the representation of G on V , then there is an induced representation ρ′

on V ∗ defined implicitly by:

(ρ′(g) · ω)(v) = ω(ρ(g−1) · v)

for all g ∈ G, ω ∈ V ∗, and v ∈ V . We then have that:

E∗ = P ×ρ′ V
∗ (3.1.34)

It follows by differentiating (ρ(exp(tX)) · ω)(v) at t = 0, that the induced representation ρ′∗ : g→
End(V ∗) is also defined implicitly by:

(ρ′∗(X) · ω)(v) = −ω(ρ′∗(X) · v)
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We also see, for some:

Φ∗ = [p, φ∗] and Ψ = [p, ψ]

where π(p) = x, φ∗ ∈ V ∗ and ψ ∈ V , that the pairing:

Φ∗(Ψ) = φ∗(ψ)

is well defined. Indeed, for some g ∈ G, we have that:

Φ∗ = [p · g, ρ′(g−1) · φ∗] and Ψ = [p·, ρ(g) · ψ]

so:

Φ∗(Ψ) = ρ′(g−1)φ∗(ρ(g)ψ) = φ∗(ψ)

It suffices to prove the claim in a local gauge, as the covariant derivative is independent of our
choice of a local gauge. Let s : U → PU be a local gauge, and φ∗ : U → V ∗, ψ : U → V be smooth
maps. Then:

(∇AXφ∗)(ψ) =(dφ∗(X))(ψ) + (ρ′∗(As(X))φ∗)(ψ)
=(dφ∗(X))(ψ)− φ∗(ρ∗(As(X))ψ)

We note that:

d(φ∗(ψ))(X) = (dφ∗(X))(ψ) + φ∗(dψ(X))

hence:

(∇AXφ∗)(ψ) =d(φ∗(ψ))(X)− φ∗(dψ(X))− φ∗(ρ∗(As(X))ψ)
=d(φ∗(ψ))(X)− φ∗(∇AXψ)

It follows that:

(∇AX [s, φ∗]) =d(φ∗(ψ))(X)− φ∗(∇AXΨ)
=LX(Φ∗(Ψ))− Φ∗(∇AXΨ))

as desired.

Lemma 3.1.7. Let ∇ be the Levi-Civita connection on (M, g), and ω ∈ Ω1(M), then if ∇ω = 0,
ω is closed, i.e dω = 0.

Proof. Note that by the preceding lemma, for all X,Y ∈ X(M):

(∇Xω)(Y ) =LX(ω(Y ))− ω(∇XY )

Furthermore, we have that:

dω(X,Y ) = LX(ω(Y ))−LY (ω(X))− ω (LXY )

Since the Levi-Civita connection is torsion free:

ω(∇XY ) = ω (∇YX) + ω (LXY )

However, since ∇ω = 0 we have that:

ω(∇YX) = LY (ω(X))− (∇Y ω) (X) = LY (ω(X))

hence:

(∇Xω)(Y ) =LX(ω(Y ))− (LY (ω(X)) + ω (LXY ))
=LX(ω(Y ))−LY (ω(X))− ω (LXY )
=dω(X,Y )

but ∇ω = 0 thus for all X,Y ∈ X(M):

dω(X,Y ) = 0

therefore ω is closed.
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Lemma 3.1.8. Let ω ∈ Ω1(M), x ∈M a point, and e1, . . . , en a local oriented and time oriented
orthonormal frame for an open neighborhood U of x such that (∇ei)(x) = 0 for all i. Let ωi = ω(ei),
and define ωi = ηiiωi, where there is no summation as, in this frame g = η, i.e. standard metric
on Rt,s. Then at the point x:

(?d ? ω)(x) = (−1)t
n∑
i

Leiω
i(x)

Proof. Let ei be the frame g dual to ei, and is thus an orthonormal coframe. It follows that since
in this frame g = η:

gij = ηij = ηij

Furthermore,

ω = ω̃ie
i

We can find ω̃i by:

ωj = ω(ej) =ω̃iei(ej)
=ω̃iηij
=ω̃jηjj

implying that in this coframe:

ω =
n∑
i=1

ωiη
iiei

In a coordinate neighborhood around x ∈M :

dωi = ∂j(ωi)dxj

which for some matrix of functions such that:

dxj = Xj
ke
k

can be written as:

dωi = ∂j(ωi)Xj
ke
k (3.1.35)

It follows from Lemma 3.1.1 that:

?ω =
n∑
i=1

ηiiηiiωiεi1···̂i···ne
1 ∧ · · · ∧ êi ∧ · · · en

=
n∑
i=1

ωiεi1···̂i···ne
1 ∧ · · · ∧ êi ∧ · · · en

We now note that, by the Leibniz property of ∇, for all Y ∈ X(M) :

(∇Xei)(Y ) =LX(ei(Y ))− ei(∇XY )
=LX(Y jei(ej))− ei(∇XY jej)
=Y jei(∇Xej)

hence at x ∈M :

(∇Xei)(Y ) = 0

So by Lemma 3.1.7, (dei)(x) = 0. It follows that at x:

d(?ω) =
n∑
i=1

∂ωi
∂xj

Xj
kεi1···̂i···ne

k ∧ e1 ∧ · · · ∧ êi ∧ · · · en
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unless k = i, the term is zero hence:

d(?ω) =
n∑
i=1

∂ωi
∂xj

Xj
i εi1···̂i···ne

i ∧ e1 ∧ · · · ∧ êi ∧ · · · en

where there is no second implied summation over i. Note that:

ei ∧ e1 ∧ · · · ∧ êi ∧ · · · en = (−1)i−1dvolg

while:

εi1···̂i···n =(−1)i−1

hence:

d(?ω) =
n∑
i=1

∂ωi
∂xj

Xj
i dvolg

It then again follows from Lemma 3.1.1 that at x:

(?d ? ω) = (−1)t
n∑
i=1

∂ωi
∂xj

Xj
i

We thus need to show: (
n∑
i=1

∂ωi
∂xj

Xj
i

)
(x) =

(
n∑
i

Leiω
i

)
(x)

By (3.1.34) we have that since each ωi just a function:

dωi(ei) = Leiωi = ηii
∂ωi
∂xj

Xj
ke
k

multiplying both sided by ηii implies that:

∂ωi
∂xj

Xj
i = ηiiLei(ωi)

and thus the claim.

Lemma 3.1.9. Let 〈·, ·〉 be a Dirac form such that δ = −1. Then for fixed Φ,Ψ ∈ Γ(S⊗E), there
exists a one form ω ∈ Ω1(M,C) such that:

〈DAΦ,Ψ〉S⊗E − 〈Φ, DAΨ〉S⊗E = (−1)t(?d ? ω)

Proof. We define ω by:

ω(X) = 〈X · Φ,Ψ〉S⊗E

It is clear that this defines a smooth, C∞(M) linear map X(M)→ C∞(M,C), and thus ω is indeed
a one form.

We will prove the result by showing that for all x ∈M the equality holds. It is a standard fact
from Riemannian geometry that for all x ∈M there exists a local oriented orthonormal frame for
a neighborhood of x such that (∇ei)(x) = 039. Let e be such a frame for some x ∈ M , and for
some smooth section ε×M s, such that Λ ◦ ε = e set:

Φ = [ε×M s, φi ⊗ vi] and Ψ = [ε×M s, ψi ⊗ vi]

for some smooth maps φi, ψi : U → ∆n, and an orthornormal basis vi for V . We then have that:

ωi =
∑
j

〈γi · φj , ψj〉

39This result can be found in any text on Riemannian geometry.
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hence by Definition 2.2.20:

ωi =
∑
j

〈γi · φj , ψj〉 =−
∑
j

〈φj , γiψj〉

Note that:

∂kω
i =
∑
j

∂k〈γi · φj , ψj〉

=
∑
j

(
〈γi · ∂kφj , ψj〉 − 〈φj , γi · ∂kψj〉

)
From Lemma 3.1.8 we have that:

(−1)t(?d ? ω) =
n∑
i=1

∂ωi

∂xk
Xk
i

=
n∑
i=1

∑
j

(
〈γi · ∂kφj , ψj〉 − 〈φj , γi · ∂kψj〉

)
Xk
i

=
∑
j

(
〈γi · dφj(ei), ψj〉 − 〈φj , γi · dψj(ei)〉

)
where there is now an implied summation over i. We see that at x ∈M :

〈DAΦ,Ψ〉S⊗E =
∑
j

〈
γi · dφj(ei), ψj

〉
+ 〈γi · φj , ψj〉 〈ρ∗(Aa(ei))vj , vj〉V

while:

〈Φ, DAΨ〉S⊗E =
∑
j

〈
φj , γi · dψj(ei)

〉
− 〈γi · φj , ψj〉 〈vj , ρ∗(Aa(ei))vj〉V

Since 〈·, ·〉V is G invariant, we have that at x:

〈DAΦ,Ψ〉S⊗E − 〈Φ, DAΨ〉S⊗E =
∑
j

〈
γi · dφj(ei), ψj

〉
−
〈
φj , γi · dψj(ei)

〉
=(−1)t(?d ? ω)

Since this holds for all x ∈M we thus have the claim.

We can now prove Theorem 3.1.12:

Proof. We have that by Lemma 3.1.9:

〈DAΦ,Ψ〉S⊗E − 〈Φ, DAΨ〉S⊗E =(−1)t(?d ? ω)

Note that since ?(1) = dvolg, we have that:

? (〈DAΦ,Ψ〉S⊗E − 〈Φ, DAΨ〉S⊗E) = (〈DAΦ,Ψ〉S⊗E − 〈Φ, DAΨ〉S⊗E) dvolg

So:

(〈DAΦ,Ψ〉S⊗E − 〈Φ, DAΨ〉S⊗E) dvolg =(−1)t ? (?d ? ω)

Note that d ? ω is an n form, so by Proposition 3.1.2:

?? = (−1)t

hence:

(〈DAΦ,Ψ〉S⊗E − 〈Φ, DAΨ〉S⊗E) dvolg =d(?ω)
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It thus follows by Stokes’ theorem that:∫
M

〈DAΨ,Φ〉S⊗Edvolg −
∫
M

〈Ψ, DAΦ〉S⊗Edvolg =
∫
M

〈DAΨ,Φ〉S⊗E − 〈Ψ, DAΦ〉S⊗Edvolg

=
∫
M

(d ? ω)

=0

implying the claim.

We can now proceed in a similar manner to the Yang-Mills-Higgs Lagrangian. We define the
following action:
Definition 3.1.17. The Yang-Mills-Dirac Action is given by:

SYMD[Ψ, A] =
∫

LYMDdvolg

The action can be viewed as smooth map from Γ(ψ) × A (P ) → R. It should be clear that the
action is real valued as the Lagrangian is real valued.

We want to obtain the field equation of the twisted spinor field Ψ. To do this, we vary action
with respect to Ψ, just as we did with a multiplet scalar field in Theorem 3.1.7.
Theorem 3.1.13. In addition to the the aforementioned fixed data, let (M, g) be a closed manifold,
and δ = −1 for the Dirac bundle metric 〈·, ·〉S. The variation of SYMD with respect to a twisted
spinor field Ψ yields the following field equation:

DAΨ = mΨ

This is known as the Dirac Equation.

Proof. Let Φ be any other section of S ⊗ E, then:

LYMH [Ψ + tΦ, A] = LYM −m〈Ψ + tΦ,Ψ + tΦ〉S⊗E + Re(〈Ψ + tΦ, DAΨ + tDAΦ〉S⊗E)

We first see that:

〈Ψ + tΦ,Ψ + tΦ〉S⊗E =〈Ψ,Ψ〉S⊗E + t〈ΨΦ〉S⊗E + t〈ΦΨ〉S⊗E +O(t2)
=〈Ψ,Ψ〉S⊗E + 2tRe(〈Ψ,Φ〉S⊗E)O(t2)

While:

〈Ψ + tΦ, DAΨ + tDAΦ〉S⊗E =〈Ψ, DAΨ〉S⊗E + t〈DAΨ,Φ〉S⊗E + t〈Ψ, DAΦ〉S⊗E +O(t2)

It follows that by Theorem 3.1.12:

d

dt

∣∣∣
t=0

SYMD[Ψ + tΦ, A] =
∫
M

Re(〈DAΨ,Φ〉S⊗E + 〈Ψ, DAΦ〉S⊗E − 2m〈Ψ,Φ〉S⊗E)dvolg

= Re
(∫

M

〈DAΨ,Φ〉S⊗E + 〈Ψ, DAΦ〉S⊗E − 2m〈Ψ,Φ〉S⊗Edvolg
)

=2 Re
(∫

M

〈DAΨ,Φ〉S⊗E −m〈Ψ,Φ〉S⊗Edvolg
)

=2 Re
(∫

M

〈DAΨ−mΨ,Φ〉dvolg
)

Since the L2 inner product is nondegenerate, we have if Ψ leaves SYMD stationary, then:

DAΨ = mΨ

as desired.

To vary the action with respect to A we need analogues of Lemma 3.1.4 and Lemma 3.1.5.
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Lemma 3.1.10. Let αM ∈ Ω1(M,Ad(P )) and Ψ ∈ Γ(S⊗E), then there exists a canonical section
αM · Φ ∈ Γ(S ⊗ E).

Proof. This proof is similar to Lemma 3.1.4, but instead also incorporates the Clifford multipli-
cation of forms. Note that any ψ ∈ ∆n ⊗ E can be written as the linear combination:

ψ = ψi ⊗ vi

for some ψi ∈ ∆n, and vi ∈ V . It follows that for all x ∈M :

Ψ(x) = [(p, q), ψi ⊗ vi]

where (p, q) ∈ (Spin+(M) ×M P )x. Note that αM ∈ Γ(T ∗M ⊗Ad(P )), and that T ∗M ⊗Ad(P ) is
the associated vector bundle:

T ∗M ⊗Ad(P ) = (SO+(M) ×M P ) ×ρ′
SO+⊗Ad (Rt,s∗ ⊗ g)

where ρ′SO+ is the representation of SO+(t, s) on Rt,s∗ induced by the standard representation of
SO+(t, s) on Rt,s. It follows that:

αM (x) = [(Λ(p), q), ωi ⊗Xi]

for some ωi ∈ Rt,s∗ and Xi ∈ g. Recall that there exists a bundle isomorphism F : T ∗M → TM ,
given by:

ω 7−→ ωyg−1

As associated vector bundles, it follows that this map is given by:

F ([Λ(p), ω]) = [Λ(p), ωyη−1]

where η is the pseudo Euclidean inner product on Rt,s. Denote ωyη−1 by vω, we thus obtain an
induced bundle isomorphism:

F : T ∗M ⊗Ad(P ) −→ TM ⊗Ad(P )
[(Λ(p), q), ωi ⊗Xi] 7−→ [(Λ(p)p, q), vωi ⊗Xi]

where there is still an implied summation over i. We define αM ·Ψ point wise by:

(αM ·Ψ)x =(F (αM ) ·Ψ)x
=[(p, q), vωi · ψj ⊗ ρ∗(Xi)vj ] ∈ (S ⊗ E)x

Since αM is Ad invariant:

F (αM )(x) = [(Λ(p · s), q · g), ρSO+(λ(s−1))vωi ⊗Adg−1(Xi)]

We see that this construction is well defined as by Proposition 2.2.11:

[(p · s, q · g), (ρSO+(λ(s))−1vωi) · (κ(s−1)ψj)⊗ ρ∗(Adg−1Xi)ρ(g)−1vj ]
=[(p, q) · (s, g), κ(s−1) · (vωi · ψj)⊗ ρ(g−1) · ρ∗(Xi)vj ]
=[(p, q) · (s, g), (κ⊗ ρ)(s, g)−1(vωi · ψj ⊗ ρ∗(Xi)vj)]
=[(p, q), vωi · ψj ⊗ ρ∗(Xi)vj ]

It then follows that αM · Ψ by examining smooth sections of Spin+(M) ×M P , implying the
claim.

Lemma 3.1.11. There exists a unique twisted one form JD(Ψ) ∈ Ω1(M,Ad(P )) such that:

〈αM , JD(Ψ)〉Ad(P ) = Re(〈Ψ, αM ·Ψ〉)S⊗E

Proof. This follows from the same exact argument as Lemma 3.1.5.
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We will not find a general local expression for JD(Ψ), as we did for JH(A,Ψ), but instead will
wait until we study this Lagrangian over R1,3 with G = U(1). We can now vary the action with
respect to A:
Theorem 3.1.14. In additions to the aforementioned fixed data, let (M, g) be closed. Then the
variation of SYMD with respect to the connection form A yields the following field equation:

d?AF
A
M = JD(Ψ) (3.1.36)

called the Yang-Mills-Dirac Equation.

Proof. Let α ∈ Ω1
hor(P, g)Ad, then our work in Theorem 3.1.4 demonstrates that:

LYMH [Ψ, A+ tα] = −1
2
〈
FAM , F

A
M

〉
Ad(P ) − t

〈
dAαM , F

A
M

〉
Ad(P )

−m〈Ψ,Ψ〉S⊗E + Re(〈Ψ, DA+tαΨ〉S⊗E) +O(t2)

In any local gauge we have that:

DA+tαΨ =[ε×M s,DA+tαψ]

where:

DA+tαψ =γa
(
dψ(ea) + 1

4ξbc(ea)γbcψ + ρ∗(As(ea) + tαs(ea))ψ
)

=DAψ + tγaρ∗(αs(ea))ψ

Note that if {ei} is the standard basis for Rt,s, and {ei} is the basis η dual to it then we can write:

αs = ei ⊗Xi

where:

ei = [Λ(ε), ei]

so:

γaαs(ea) =γaei(ea)⊗Xi

=
n∑
i=1

γaηai ⊗Xi

=
n∑
i=1

γiXi

It then follows that by Lemma 3.1.10:

[ε×M s, γaρ∗(αs(ea))ψ] =
n∑
i=1

[ε×M s, γi · ψj ⊗ ρ∗(Xi)vj ]

=(αM ·Ψ)|U
as eiyη−1 = ei, and multiplication by ei is given by mathematical clifford multiplication. We thus
have that:

DA+tαΨ = DAΨ + t(αM ·Ψ)

so:

〈Ψ, DA+tαΨ〉S⊗E =〈Ψ, DAΨ〉+ t〈Ψ, αM ·Ψ〉Ψ
We now calculate, and use Lemma 3.1.11 and Theorem 3.1.2 to obtain:

d

dt

∣∣∣
t=0

SYMH [Ψ, A+ tα] =
∫
M

−〈dAαM , FAM 〉Ad(P ) + Re(〈Ψ, αM ·〉S⊗E)dvolg

=
∫
M

−〈αM , d?AFAM 〉Ad(P ) + 〈αM , JD(Ψ)〉Ad(P )dvolg

=
∫
M

〈αM , JD(Ψ)− d?AFAM 〉Ad(P )dvolg
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Since the L2 inner product is nondegenerate, we thus have that in order for A to be a stationary
point of SYMH :

d?AF
A
M = JD(Ψ)

as desired.

Now that we have derived the Dirac equation, and the Yang-Mills-Dirac equation in full general-
ity, we are ready to restrict ourselves to the case where P = R1,3×U(1), and S⊗E = Rt,s×(∆4⊗C).
This restriction yields the classical Lagrangian and Field equations for QED; unfortunately, we are
not particularly well equipped to deal with this in great detail, as there is not much classically to
be done here. For those interested in the quantum aspects of this theory, we recommend Peskin
and Schroeder’s An Introduction to Quantum Field Theory, and Ticciati’s Quantum Field Theory
for Mathematicians.

Note that we have chosen V = C as U(1) admits a representation on C which lines up with
our theory electromagnetism for scalar fields. In other words, the charged representation is one
dimensional, which lines up with electric charge in electromagnetism. Furthermore, we have have
∆4 ⊗ C ∼= ∆4, as ∆4 is the complex vector space C4 by Theorem 2.2.4.

We use the spinor representation of Cl(1, 3) on C4 given by Example 2.2.5, and a Dirac form
A given by:

A = iΓ1Γ2Γ3

We also have a decomposition into Weyl spinors:

ψ = ψR + ψL

given by the eigenspaces of the Chirality operator:

Γ5 =
(
−I2 0

0 I2

)
Finally, as in the previous section, we write in some global gauge:

iAs = i(−V dt+Midx
i) and iFs = i(∂µAν − ∂νAµ)dxµ ∧ dxν

where (t, xi) = (t, x, y, z) are the global standard coordinates on R1,3. Note that since all bundles
are trivial, every ΨΓ(R1,3 × ∆4) can be written as:

Ψ(x) = (x, ψ(x))

for some smooth ψ : R1,3 → ∆4. This justifies examining solely maps like ψ, in the following
discussion.
Proposition 3.1.6. In the global coordinates (t, x, y, z) the Dirac operator is given by:

DAψ =γµ (∂µψ + iAµψ)
=iΓµ (∂µ + iAµψ)

Proof. This follows from the fact that the one forms ξab vanish per Example 2.2.8.

We wish to calculate the Dirac equation in this simplified set up.
Proposition 3.1.7. The Dirac equation:

DAψ = mψ

for ψ : R1,3 → ∆4 is equivalent to:

[iΓµ (∂µ + iAµ)−m]ψ = 0

Proof. This follows from Proposition 3.1.6.

We now calculate the current one form:
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Proposition 3.1.8. The current one form iJD(ψ) is given by:

JD(ψ)µ =− ψ̄Γµψ

Proof. Let iαM ∈ Ω(R1,3, iR), then we see that:

αM = iαµdx
µ

It follows that:

αMyη−1 =iαiηµν∂µ(dxi)⊗ ∂ν
=iαiηµi∂µ

Therefore:

αM · ψ =iηµiγµ · αiψ
=iγiαiψ

The inner product satisfies:

〈ψ, iαiγiψ〉 = iαiψ̄γ
iψ

We see that this real as by Definition 2.2.20:

〈ψ, iαiΓiψ〉 =〈iαiγi · ψ,ψ〉
=− 〈iαiψ, γi · ψ〉
=〈ψ, iαiγi · ψ〉

So since iαi is purely imaginary, it follows that ψ̄γiψ is also purely imaginary. We note that:

iαiψ̄γ
iψ = −αiψ̄Γiψ

where −ψ̄Γiψ must be real. We define:

iJD(ψ)µ =− iψ̄Γµψ

and find that:

〈iαM , iJD(ψ)〉 =− αµψ̄Γµψ
=iαµψ̄γµψ

implying the claim.

Note that this implies that:

JD(ψ)µ =− ηµνψ̄Γνψ
=− ηµνηνρψ̄Γρψ
=− δρµψ̄Γρψ
=− ψ̄Γµψ

The same argument to Corollary 3.1.1 tells us that iJD(ψ) satisfies the usual continuity equation:
Corollary 3.1.2. The current one form iJD(ψ) ∈ Ω1(R1,3, iR) satisfies the continuity equation:

d ? iJD(ψ) = 0

Finally, our work in Theorem 3.1.10 gives the following result:
Theorem 3.1.15. The Bianchi identity, and the Yang-Mills-Dirac equation can be expressed as:

∇ ·E =JD(ψ)0 ∇× E =− ∂tB
∇ ·B =0 ∇× B =j + ∂tE

where j = (JD(ψ)x, JD(ψ)y, JD(ψ)z).
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